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CHAPTER 1 

1 Introduction 

1.1 Motivation 

Most combustion systems are designed to operate in stable regimes. However, oscillations 

sometimes occur in practical combustion systems such as gas turbines, furnaces and heating 

systems. One major group of combustion instabilities are thermoacoustic (TA) instabilities, which 

are excited by a feedback loop between an oscillatory combustion process and, in general, one or 

more of the natural acoustic modes of the system. They occur more frequently in lean premixed 

combustion, which have been favored in the past decades in order to reduce nitrogen oxides (NOx) 

emissions. Thermoacoustic instabilities may occur in almost any combustion system in which 

acoustic waves (partially) reflect and cause pressure fluctuations in the order of audible noise up to 

mean operating pressure of the system. This may lead to severe consequences such as flame 

quenching, blowoff and/or flashback, but may also result in severe physical damage to the 

installation [1]. On the one hand, not all branches of industry that are dealing with combustion 

recognize thermoacoustics as a design problem. They usually fine-tune the stability of the system 

in the latest stages of development also because these instabilities are very difficult to predict. On 

the other hand, studying thermoacoustics requires combining all usual physics involved in reacting 

flows (fluid mechanics, heat transfer and chemical kinetics) with acoustics, hydrodynamic stability 

and control theory. The strong couplings that exist between these physical phenomena are not 
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trivial to describe, that has made thermoacoustic instabilities the hidden and feared problem of 

many combustion programs, starting with solid- and liquid-fuel rocket engines in the 50s and 

continuing more recently in gas turbines, industrial furnaces or even domestic heating systems [1]. 

Thermoacoustic instabilities in domestic heating systems may not be as intense as in e.g., gas 

turbines, but they are specifically important since they considerably limit the operating range of the 

system. On the other hand, manufacturers of domestic heating appliances are dealing with strict 

residential noise regulations and cannot afford even low noise levels. This is why the heating 

industry has been recently very engaged in the thermoacoustic research in order to develop design 

rules for engineering stable and silent heating systems.  

A typical configuration of a residential heating appliance including a premixed perforated 

cylindrical burner and two types of heat exchanger (helical steel tubes and pinned aluminum 

sections) are illustrated in Figure 1.1. A blower feeds air into the system and fuel mixes with the 

flow through a venturi. The mixture then burns on the surface of the burner, forming laminar or 

near turbulent surface-stabilized flames. The hot combustion products pass through the heat 

exchanger and cool down before going to the exhaust. The exhaust temperature is defined as a 

design parameter for the efficiency of the heat exchanger and it may be limited to the same order 

of magnitude as the unburned mixture temperature due to environmental regulations.  

 

 

 

 
(a) (b) (c) 

Figure 1.1: (a): A typical configuration of a heating appliance (image courtesy of Houseneeds Inc.); (b): a premixed perforated cylindrical 
burner (image courtesy of Bekaert Combustion Technology B.V.); (c): a helical steel-tube heat exchanger (image courtesy of Viessmann 
Group) and a pinned aluminum heat exchanger (image courtesy of Bekaert Combustion Technology B.V.). 

For studying (low-frequency) acoustics in such systems, a simple schematic of the heating 

appliance is usually used to show the sequence of elements. Such a schematic is illustrated in Figure 

1.2. The typical values for the unburned (Tu), burned (Tb) and exhaust (Te) temperatures are given.  

 
Figure 1.2: A simple schematic of a heating appliance showing the sequence of elements and typical values of the unburned (Tu), burned 
(Tb) and exhaust (Te) temperatures. 

The first step in thermoacoustic research is to identify the active and passive thermoacoustic 

elements in the system. An active element (such as the burner/flame) is one that can be used to 

mixing tube

venturi

burner
heat 

exchanger
air inlet

blower

exhaust

gas inlet

combustion 

chamber
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provide amplification of a signal or can be made to oscillate. However, passive elements (such as 

ducts, vessels and terminations) do not exhibit amplification or oscillation and may only cause 

reflection, attenuation and/or phase shift in propagation of acoustic waves [2]. As a common 

practice, the burner is usually treated as the only active element and the other components are 

assumed to be passive [3, 4]. An illustration of this practice for a typical heating appliance is shown 

in Figure 1.3. Here, the system contains a premixed perforated burner and the focus is on the 

processes that affect the acoustic response of the burner.  The system acoustics and properties of 

all passive elements are collected in the element labeled “acoustics”. The major processes affecting 

the burner are in the fuel and air supplies. The gas provided by the network may have varying 

properties (especially with the recent developments on gas-adaptive systems, the burners are 

expected to operate on various gaseous fuels and compositions). The airflow is often not 

completely laminar and may include fluctuations, vortices or turbulences caused by e.g. the blower 

blades (the so-called blade passing frequency). Such fluctuations in the gas or air stream create 

perturbations of mixture velocity and/or composition, and may even produce extra vortices and 

turbulence. All these fluctuations may change the flame shape and anchoring conditions that in 

turn alter the heat release rate in premixed combustion [1]. The fluctuating heat release is known 

to act as an acoustic source and feed energy back into the system acoustics. These fluctuations 

induce acoustic waves travelling upstream and downstream of the burner, hence creating additional 

velocity fluctuations, vortices and, if large enough, turbulence, and close the feedback loop in the 

system. If the gain in this feedback loop is larger than the acoustic losses in the system, instabilities 

arise.  

 
Figure 1.3: The processes affecting the thermoacoustics in heating appliances with the premixed burner as the only active element.  

Recently, it has been introduced that schematics such as presented in Figure 1.3 are incomplete, 

due to considering the heat exchanger as a passive thermoacoustic element [5–8]. The heat 

exchanger is designed to absorb most of the heat and create a reverse temperature jump of the 

same order of magnitude as the burner. It is well-known that an acoustically forced flow can create 

a fluctuating heat flux on the surface of the bodies in the flow [9, 10]. Therefore, the heat exchanger 

itself is an additional active acoustic element next to the burner in the acoustic network. In this 

respect, a more complete schematic of the system is presented in Figure 1.4. Various processes 

may create fluctuating heat flux of the heat exchanger. The acoustic fluctuations in the burned 

mixture alter the bulk flow velocity near the heat exchanger. Possible turbulence and vortices 

induced by acoustic or hydrodynamic fluctuations may also create a fluctuating velocity field 

around the heat exchanger. This fluctuating velocity changes the thermal and hydrodynamic 

boundary layers and thus creates a fluctuating heat flux on the heat exchanger surface.  
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Figure 1.4: The processes affecting the thermoacoustics in heating appliances with both the premixed burner and heat exchanger as active 
elements. 

The simplest way to analyze such systems is to deal with the active acoustic sources of the 

burner and heat exchanger as independent and serial. On the other hand, the practical need to 

reduce the built volume of heating appliances and minimize nitrogen oxides, leads to the desire to 

locate the heat exchanger very close to the burner. The smaller this distance is, the more 

questionable it becomes to consider the burner and the heat exchanger as two acoustically 

independent elements. It is known that in the limit case of impinging flames, the intense interaction 

of flames with the heat exchanger leads to changes of the acoustic properties of the burner. 

Particularly, it was observed that impingement may change the noise produced by the flame [11–

13]. Similarly, the proximity of a heat source (burner) to the heat exchanger surface can affect the 

periodic heat transfer between the surface and hot gases [14–16]. Thus, one may foresee that the 

fluctuations induced by the flame dynamics may alter the acoustic properties of the heat exchanger. 

Therefore, the thermoacoustic properties of the combination of the burner and heat exchanger 

may differ drastically from when considered independent. This motivates studying the coupled 

thermoacoustic effects of the burner and heat exchanger in order to obtain a correct description 

of the thermoacoustic behavior of the heating appliance.  

1.2 Objectives 

The ultimate goal in the presented work is to elucidate the thermoacoustic phenomena in 

heating appliances containing premixed burners and heat exchangers. The approach is to analyze 

the system by investigating the separate and coupled thermoacoustic behavior of its constituting 

elements. Particularly, it is important to answer the following questions: 

 What are the separate thermoacoustic responses of practical laminar premixed burners and 
heat exchangers in heating appliances? 

 How do the burner and heat exchanger come together to define the TA characteristics of 
a heating appliance? 

 What kind of interactions are envisioned between the burner and heat exchanger that may 
affect the TA behavior of the complete system? 

 What are the physical phenomena and governing parameters responsible for these 
interactions? 

 Is it possible to decouple the effects of the burner and heat exchanger? If so, how can one 
decouple these effects and use them to design more stable heating appliances? 
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1.3 Research objects 

To solve the formulated problem and questions, various configurations are studied, which 

consist of Bunsen-type premixed flames anchored on perforations in a burner deck, and interacting 

with heat exchangers placed downstream of the burner. First, simplified academic configurations 

are studied, such as a 2D wedge flame and a circular-tube heat exchanger as illustrated in Figure 

1.5. Such configurations are composed of relatively simple elements, which have been studied in 

the past on theoretical, experimental and numerical levels [17–20]. This enables to describe the 

physics of the problem in detail. Furthermore, these configurations are representative for the design 

of a majority of heating appliances.  

 
Figure 1.5: The contours of temperature (left) and heat of reaction (right) for a 2D wedge flame and a circular-tube heat exchanger. 

Experiments and CFD simulations are performed in order to measure the response of the 

burner to acoustic waves in various operating conditions. For the heat exchanger, there are no 

convenient and measurable direct indicators (like light emissions by chemical radicals for flame 

heat release) for the oscillating rate of heat transfer from the hot gases to the heat exchanger. One 

may propose to measure the velocity instead of heat flux and use indirect approaches to reconstruct 

the acoustic response of the heat exchanger. However, this requires velocity measurement 

equipment that works accurately when placed in post-combustion temperature upstream of the 

heat exchanger, which can be very challenging. These facts motivate the use of the CFD-based 

analysis to evaluate the response of simplified and realistic heat exchangers. The burner and heat 

exchanger are then combined and the response of the total system to acoustic fluctuations is 

evaluated. After evaluating the separate and coupled responses of the elements, the stability of the 

total system is analyzed using an acoustic network model in simplified cases, and a Helmholtz 

solver for the cases with more complicated configurations.  

1.4 Contributions 

The major contributions of this thesis can be summarized as follows, 

 Thermoacoustic instabilities in heating appliances are investigated using a method of 
decomposition/recomposition.  
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6 Introduction 
 

 

 The system is decomposed to its active and passive thermoacoustic elements and details 
are revealed about the possible decomposition methods. 

 Analyzing the burner transfer function exposes novel details of flame area contribution 
that are captured in simulations and confirmed by measurements. 

 The decomposed elements are recomposed to construct the total system behavior and 
various interaction scenarios are investigated (the significant effects of the active heat 
exchanger on the thermoacoustic properties of the system, which has mainly been 
ignored in the past, are found and emphasized). 

 Broad parametric studies lead to a holistic view of the thermoacoustic behavior in 
heating appliances, which can be used as guidelines by manufactures to produce more 
stable heating systems.  

1.5 Thesis structure 

In the following chapter (Chapter 2), the theory and physics of thermoacoustic instabilities in 

heating appliances are discussed, where the governing phenomena and instability scenarios are 

introduced along with related literature. Chapter 3 is dedicated to describing the experimental and 

numerical methods and tools that are used in the present work. In Chapter 4, the tools described 

in Chapter 3 are used to study the separate thermoacoustic behavior of simplified and realistic 

burners and heat exchangers. In Chapter 5, the combinations of burner and heat exchanger are 

analyzed to obtain the thermoacoustic behavior of simplified heating appliances. In Chapter 6, the 

data obtained in Chapters 4 and 5 are used for the stability analysis of simplified and more realistic 

heating appliances. The findings are concluded in Chapter 7 and recommendations are formulated 

for future researchers to contribute to the findings. 

  



 

 

 

 

 

 

 

CHAPTER 2 

2 Theory and Physics of Thermoacoustic Instabilities in 
Heating Appliances 

In this chapter, the most dominant physics associated to combustion instabilities in heating 

appliances are briefly introduced. Then the basic theory of thermoacoustic instabilities is discussed.  

2.1 Instability scenarios in heating appliances 

Various types of combustion instabilities have been discussed in detail in the literature [1, 21, 

22]. However, not all types are applicable to heating appliances as the focus of this work. The 

important mechanisms that may be the root cause of combustion instabilities in heating appliances 

are categorized as, fluid dynamic instabilities, thermoacoustic instabilities and, as a specific case, 

intrinsic thermoacoustic instabilities.  

2.1.1 Fluid dynamic instabilities 

Fluid dynamic instabilities are related to certain flow patterns that occur in such a way that 

results in a periodic heat release due to combustion. In burners with perforated-plate-stabilized 

flames, for example, sufficiently large standoff distance or sensitive flame anchoring may give rise 

to fluid dynamic instabilities [23]. Figure 2.1a visualizes the vortices in the anchoring region of a 
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premixed methane-air flame stabilized on a flat burner deck with rectangular (slit) perforations [24]. 

These vortices are a result of large standoff distance between the flame and flame holder. Figure 

2.1b presents a sequence of images acquired with a high-speed camera from a similar flat burner 

deck with rectangular (slit) perforations. From top left to bottom right, it shows periodic motion 

of a flame that is formed due to the merging of two adjacent flames. This situation is caused by 

weak flame anchoring that is affected by vortex shedding downstream of the slit perforations (a 

proper stabilization would have resulted in two separate and stable flames).  

 

 

 

(a) (b) (c) 
Figure 2.1: (a): Premixed methane-air flames stabilized on a flat burner deck with rectangular perforations (slits) with the vortices in the 
anchoring region [24]; (b): a snapshot of slit flames stabilized downstream of a burner deck, showing two merged flames due to weak 
anchoring and vortex shedding downstream of the slits; (c): a sequence of images (from top left to bottom right) of the same burner deck 
showing the periodic movement of the merged flames (image courtesy of Bekaert Combustion Technology B.V.). 

On the other hand, the heat exchanger in a heating appliance acts as a bluff body and may 

induce fluid dynamic instabilities, such as von Kármán Vortex Street. Since in this work the heat 

exchanger is considered a possible active thermoacoustic element, it is important to consider these 

effects. Details related to these processes are discussed in Chapter 4.  

2.1.2 Thermoacoustic instabilities 

Thermoacoustic instability is one of the most common types of combustion instabilities in 

heating appliances and is characterized by the propagation of acoustic waves in the system. The 

oscillations are usually harmonic and possess a frequency, which is determined by the system 

geometry and the velocity of sound in the medium contained in the system. Thermoacoustic 

instability occurs when the amount of energy fed into the acoustic filed by unsteady combustion 

or heat transfer, exceeds the amount extracted by absorption and radiation losses.  

The feeding of energy is performed by active thermoacoustic elements and a very important 

factor is the size and location of these elements. Regarding size, they can be generally categorized 

into compact and non-compact, in comparison to the acoustic wavelength in the system. Examples 

of compact elements are burners with concentrated flames like premixed Bunsen-type flames, and 

heat exchangers with small tubes (see Figure 1.1c top). The dimensions of large swirl flames or 
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distributed heat exchangers (see Figure 1.1c bottom) may be comparable to the acoustic wavelength 

in the system, making them non-compact elements.  

Thermoacoustic instabilities may occur in various modes, such as longitudinal (axial), radial, 

tangential, annular, or any combination of them, such as oblique modes. The geometry of the 

system and configuration of the active elements are the main parameters that dictate the occurring 

mode. The annular modes may occur in gas turbines with multiple burners placed around an 

annulus in the combustion chamber. The tangential modes may occur in rocket engines with 

cylindrical geometry. The radial modes require maximum heat release near the chamber axis and 

are rarely observed.  

The longitudinal modes, however, are the most common in heating systems and occur most 

easily when the energy feed takes place in a zone where the pressure and velocity variations are 

large. These modes can be very intense and according to Rayleigh's theory (see section 12.2 “Rayleigh 

criterion”), maximum amplification occurs when the pressure fluctuations are in-phase with the 

periodic energy feed. In heating appliances, these modes usually correspond to a pipe open at both 

ends, i.e. the Rijke tube [25].  

2.1.2.1 Intrinsic thermoacoustic (ITA) instabilities 

In traditional thermoacoustics, it is understood that for a system to be thermoacoustically 

unstable, a coupling should exist between the active elements and the acoustic reflections from the 

rest of the system. However, it was established recently that a combustor can be unstable even in 

the absence of any acoustical reflections upstream or downstream of the burner [1]. This type of 

instability is thought to originate from an inherent coupling within the active element itself and are 

called Intrinsic Thermoacoustic (ITA) instabilities. The system modes associated to this inherent 

coupling are called “ITA modes”. Any resonance mode of the system is either an acoustic mode or 

an ITA mode [26, 27].  

ITA instabilities may be observed in many types of systems prone to thermoacoustic 

instabilities, such as rocket engines, gas turbines and heating appliances. They are specifically 

important since they usually manifest as instabilities that do not respond adequately to the changes 

in upstream and/or downstream acoustic properties. This means that the conventional approach 

of increasing acoustic damping at the system boundaries would prove useless in mitigating this type 

of instability. Moreover, it has been shown that in certain conditions, increasing acoustic damping 

would further destabilize the system [26, 27].  

These briefly introduced mechanisms are further investigated in Chapters 4, 5 and 6. 

2.2 Rayleigh criterion 

The first observation of thermoacoustic instabilities dates back to 1777 when Higgins [28] first 

observed the “singing flame”, which was due the excitation of a characteristic sound wave by 

placing a hydrogen diffusion flame in a tube with open ends. Rijke investigated this phenomenon 

in detail by placing a wire mesh in a similar tube. He observed that the oscillations are strongest 
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when the wire mesh is placed at one fourth of the tube length [25]. The work of Soundhauss in 

1850 is known to be the first in forming the modern thermoacoustics. He investigated this 

phenomenon in glass blowing process and observed that sound frequency and intensity depend on 

the length and volume of the bulb. However, Lord Rayleigh later gave a qualitative explanation of 

Sondhauss’s observations. He stated that producing any type of thermoacoustic oscillations needs 

to meet a criterion, later named after himself “The Rayleigh Criterion” [29]: 

“If heat be periodically communicated to, and abstracted from, a mass of air vibrating 

(for example) in a cylinder bounded by a piston, the effect produced will depend upon the 

phase of the vibration at which the transfer takes place. If heat be given to the air at the 

moment of greatest condensation, or taken from it at the moment of greatest rarefaction, the 

vibration is encouraged. On the other hand, if heat be given at the moment of greatest 

expansion, or abstracted at the moment of greatest condensation, the vibration is 

discouraged.” 

This criterion shows that thermoacoustics is related to the interplay of density variations and 

heat generation. The first mathematical formulation of the Rayleigh criterion was derived by 

Putnam and Dennis [30] in 1954 as 

     
0 0

,
T T

R p t q t dt t dt      (2-1) 

where R, T and  denote the Rayleigh index, period of oscillation and wave energy dissipation, 

respectively, and the prime indicates fluctuating values of the pressure (p) and heat release rate (q). 

A positive Rayleigh index indicates an energy transfer from the heat release/absorption to the 

pressure oscillations (amplification of the pressure oscillations) and a negative index corresponds 

to a damping of the pressure oscillation (indicating an inverse energy flow). However, the coupling 

between the heat source/sink and the pressure wave is essential for the formation of 

thermoacoustic instabilities. Therefore, the starting point in understanding thermoacoustics in 

heating appliances is to investigate this coupling.  

2.3 Thermoacoustic theory 

The basics of thermoacoustic theory can be obtained by linearizing the conservation equations 

in presence of acoustic fluctuations, and then realizing models for generation and propagation of 

the disturbances.  

2.3.1 Conservation equations 

The linearized one dimensional conservation equations of mass and momentum in the simple 

case of a compressible inviscid fluid with no external forces are given as [31] 

0u
t





  


 and (2-2) 
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where  denotes the density and the overbar shows the steady means.  

The variations in density are due to changes in both pressure and entropy. In most heating 

appliances, it is reasonable to assume that combustion occurs for perfect gases with no molecular 

weight change, low Mach number and no gradient of mean pressure (because the flow velocity is 

relatively small and combustion occurs at constant pressure). Therefore, following the procedure 

explained by Dowling [31] and assuming no mean velocity and no mean heat input, we can obtain 

the inhomogeneous wave equation 
2

2 2 2

1 1 1
,

p Q
p

c t c t






    
    

  
 (2-4) 

where c is the speed of sound, Q is the oscillating heat release/absorption rate per unit volume, 

and  is the ratio of specific heats. Here, Q is considered to be an acoustic source affecting the 

acoustic wave pressure. If there is no fluctuating heat source/sink, Q=0 and this equation reduces 

to the homogeneous wave equation. If the oscillating heat release is in phase (or the oscillating heat 

sink is out of phase) with the acoustic field, it enhances the acoustic energy in the system and the 

amplitude of the oscillations will increase. If the amplitudes grow sufficiently large, the responses 

of the active elements and acoustic losses become nonlinear and lead to a saturation into limit cycle 

[32]. 

Using Equation (2-4) with proper initial and boundary conditions yields the complete solution 

to describe the system. However, in thermoacoustic instabilities, the acoustic and heat 

release/absorption fluctuations are coupled. Therefore, Q needs to be defined according to the 

type of the feedback loop encountered. When this coupling is described, it acts as a damping or 

amplification term in the equation.  

2.3.2 Helmholtz equation 

The inhomogeneous Helmholtz equation can be obtained by rewriting Equation (2-4) in the 

frequency domain using ˆ i tp pe    and ˆ i tQ Qe   . 

2

2 2

1 1 ˆˆ ˆ ,p p i Q
c c

 
 



  
     

 
 (2-5) 

where  denotes the angular frequency. Now it is possible to couple the frequency-dependent 

source term to the acoustic modes.  

There are various ways that a closure can be introduced between the acoustic field and the heat 

release/absorption oscillations by active elements. For the case of dependent sources, like burner 

and/or heat exchanger, heat fluctuation is a function of acoustic parameters. One of the most 

common ways to analyze this dependence is via a transfer function (TF) in the form of  
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  (2-6) 

where  denotes the acoustic parameter. In heating appliances with lean premixed burners, the heat 

release is mainly affected by velocity and/or equivalence ratio fluctuations [1]. Since the focus of 

this work is on the fully premixed systems, only the velocity-sensitive transfer function is 

considered. Therefore,  

ˆ

ˆ

Q Q

u u
  (2-7) 

and 

ˆ ˆ,
Q

Q u
u

  (2-8) 

that changes Equation (2-5) to  
2

2 2

1 1
ˆ ˆ ˆ.

Q
p p i u
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 (2-9) 

Assuming that the linearized system is also time-invariant (LTI) [31], this equation can be solved 

using various approaches, of which two major ones are introduced in the next section and further 

discussed in the following related chapters.  

2.3.3 Solutions strategies 

The two major strategies to solve the system are the lumped and distributed approaches. In the 

lumped approach, the system is divided into sub-systems and the defined behavior of these sub-

systems are coupled to each other. In the distributed approach, the equations are solved using a 

discretization scheme, such as finite difference or finite element. The basic theory of the lumped 

approach is discussed in the following and the distributed approach is further elaborated in Chapter 

3, section 3.4.2.2 “FEM acoustic simulations using Comsol”.  

2.3.3.1 Lumped approach or network models 

In such models, the complex thermoacoustic system is conceived as a network of segregated 

elements, of which the responses are characterized by the amplitudes of the ingoing and outgoing 

waves. This implies that the acoustic behavior of a single element does not depend on the presence 

of other elements in the acoustic network. These models are also known as “network models” and 

are commonly used in the literature, due to their versatility and simple calculations in defining and 

describing complex systems [4, 33, 34]. The elements in a network model are evaluated based on 

their complexity and involved physical phenomena. The result is then a network of interconnected 

acoustic elements that represents the acoustics of the complete system. The elements can be 

simulated separately and coupled in time domain [7, 8, 35] (this is the approach in Chapter 5), or 

in frequency domain [4, 6, 36] (this is the approach in Chapter 6).  

In the case of 1D plane wave propagation, it is possible to solve the obtained low-order model 

analytically. Here, the elements are modelled either as algebraic relations due to acoustically 
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compact discontinuities in area and/or medium properties, or (linear) Green’s functions of ducts 

[37, 38].  

In general, any network element can be expressed in upstream and downstream parameters. The 

choice of the parameters usually depends on the type of study performed. The most common 

parameters are either the pair of acoustic pressure and velocity (p and u), or the Riemann invariants 

(f and g) [39, 40]. The relation between these parameters are expressed as 

p
f g

c


   and u f g   . (2-10) 

Figure 2.2 illustrates an arbitrary LTI element and shows the upstream and downstream acoustic 

fluctuations.  

 
Figure 2.2: The acoustic fluctuations upstream and downstream of an arbitrary LTI element.   

Depending on the choice of the input and output waves, various matrices can be derived that 

describe the transformation of waves through the element. The three most common matrices are 

illustrated in Figure 2.3, where the inputs and outputs are arranged on the left- and right-hand sides 

of the element, respectively. The acoustic transfer matrix (M) is illustrated in Figure 2.3a and relates 

the velocity and pressure fluctuations upstream and downstream of the element. A similar transfer 

matrix between the Riemann invariants (T) is presented in Figure 2.3b. Using the incoming waves 

as input and the outgoing waves as output of the LTI system, respects causality and leads to an 

informative form of the matrix called the scattering matrix (S) and is shown in Figure 2.3c.  The 

diagonal elements of the scattering matrix S11 and S22 represent the reflection coefficients as seen 

from the upstream and downstream sides of the element when gd or fu are zero, respectively. 

Moreover, S12 and S21 are the transmission coefficients to the up- and downstream sides when fu or 

gd are zero, respectively [41]. Therefore, the scattering matrix respects causality and provides 

additional physical insight into what should be considered as input and output for the element.  
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(a) (b) (c) 
Figure 2.3: The three most common matrices for describing the relation between acoustic quantities upstream and downstream of an element; 
p-u transfer matrix (a), f-g transfer matrix (b) and scattering matrix (c). 

In order to describe the acoustic system completely, the conditions at the boundaries need to 

be defined. If the pressure and velocity are considered, the upstream and downstream boundary 

conditions will be defined in the form of acoustic impedance [38] 
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with units [Ns/m3]. Impedance is a complex number and its real and imaginary parts are referred 

to as resistive and reactive components, respectively.  

If the network model is built using the Riemann invariants f and g, then the reflection coefficient 

(R) is used, which is defined as the ratio of the outgoing to incoming waves. The portion of the 

incoming wave that is transmitted forms the transmission coefficient (T). Therefore, we have 
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where ftr and gtr are the portions of the waves that are transmitted through the boundaries. The 

impedances and reflection coefficients can then be related as 

1

1

u u

u

Z R

c R


 


, 

u
u

u

Z c
R

Z c









, 

1

1

d d

d

Z R

c R





 and 

d
d

d

Z c
R

Z c









. (2-13) 

A network model representation of a typical heating appliance (as shown in Figure 1.2) is 

presented in Figure 2.4. The active elements (burner and heat exchanger) are indicated with gray 

shade.  

 
Figure 2.4: A network model representation of a typical heating appliance (as shown in Figure 1.2) showing the burner and heat exchanger 
as active elements and the rest as passive.  

The details of how these methods are used in this work are presented in Chapter 3. The network 

model approach is applied in Chapters 4 and 5. The results in Chapter 6 include the solution of the 

distributed approach using the finite element commercial package, Comsol [42].  
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CHAPTER     3 

3 The Experimental and Numerical Methods and Tools 

In this chapter, details of the methods and tools used in this work are presented. This 

information contains the configuration of the measurement setup for measuring burner transfer 

function, and the numerical setups for calculating the burner and heat exchanger transfer functions, 

as well as system stability analysis.  

3.1 Experimental apparatus  

The burner is the most complex element in studying thermoacoustics of heating appliances. 

Therefore, detailed measurements were performed in order to evaluate the TF of various burner 

decks with circular and rectangular perforations. The fuel used in all the measurements was 

methane which was fully premixed with natural air forming a mixture with equivalence ratio . An 

illustration of the measurement setup is shown in Figure 3.1. It also illustrates different modules 

of the system, i.e., operating software, mixture supply, excitation and response, and control and 

safety.  
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Figure 3.1: Schematic of the burner TF measurement setup showing the operating software, mixture supply, excitation and response, and 
control and safety modules of the system. 

3.1.1 Operating software 

The major operating software was Matlab that controls the mixture supply via FlowDDE, a 

software developed by Bronkhorst High-Tech B.V. for controlling the mass flow controllers (MFCs). 

In addition, the Matlab code was responsible for sending the excitation signal and reading the 

response signal and further post-processing to calculate the burner TF. 

3.1.2 Mixture supply 

The mixture was supplied using Bronkhorst’s EL-FLOW and LOW-P-FLOW MFCs for air 

and gas, respectively. It was specially realized that the MFCs do not operate at the lower and upper 

15% of the nominal capacity, in order to maximize measurement accuracy. Therefore, two sets of 

air and gas MFCs (low and high capacity) were used which could be selected based on the operating 

conditions. The mixing tube was chosen long enough (around 4m) so that air and gas have enough 

time to completely mix before combustion. Mixing was further enhanced by placing steel wool 

inside the tube that also acted as a flow laminarizer.  

3.1.3 Excitation and response 

The acoustic excitation signal was generated by the computer sound card, amplified by an HQ-

Power VPA2100MN amplifier and sent to a JBL P953 speaker. It was ensured that the speaker 

response was linear for the whole frequency range (10-1000Hz) and it could produce a pure single-

frequency sine wave. The excitation was performed as a sweep of single frequency harmonic waves. 

The resolution of the sweep could be as fine as 1Hz. However, for most experiments a resolution 
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of 3 to 5Hz was enough and it helped to reduce the duration of the frequency sweep. The part of 

the mixture supply tube that was inside the speaker housing, was perforated to allow propagation 

of acoustic waves. The distance between this section and the burner deck was large enough (around 

1m) to allow reformation of planar acoustic waves in the tube.  

The generated velocity fluctuations were measured by a Dantec Dynamics 55P16 single-sensor 

constant-temperature anemometer (CTA) probe which was placed 3cm upstream of the burner 

deck. This distance is far enough to prevent acoustic deformation of waves due to the area change 

at the burner deck [43]. The level of velocity fluctuations were chosen between 7 to 10% of the 

mean flow, which was large enough for good signal-to-noise ratio and small enough for the flame 

response to remain in the linear regime [43–45]. Since the CTA output voltage changes nonlinearly 

with flow velocity and the system has resonances at specific frequencies that may strengthen or 

dampen acoustic fluctuations, the excitation signal was automatically varied by the controlling code 

to make sure that a specific velocity fluctuation is achieved at the location where the CTA was 

placed.  

The response of the burner was measured using a Hamamatsu H10723-110 photomultiplier tube 

(PMT) equipped with Omega band-pass filters designed for OH* radical (wavelength of 308nm) or 

CH* radical (wavelength of 430nm) emissions. The filters had a full-width-half-max (FWHM) equal 

to 10nm. This parameter is defined by the region of the passband where the transmission of the 

filter is 50% of the maximum transmission. These radical emissions are shown to be good indicators 

of premixed methane-air flame heat release rate [46–48]. The 308nm-filter for OH* was used for 

most of the measurements since it operates in the UV range and can better filter out the possible 

noise from ambient light. However, some results were also checked with the 430nm-filter for CH* 

to increase the reliability of the results, but no significant deviation was observed.  

The output voltage signals of the CTA and PMT were acquired by a National Instruments NI9215 

module, which is a 4-Channel, ±10V, 16-bit simultaneous analog input module. The signals were 

acquired for one second with a sampling rate of 80kHz, which was large enough to resolve the 

harmonic signal associated to the maximum frequency of interest (1kHz). The raw signals were 

further processed in Matlab to obtain the complex burner TF. The details of this calculation are 

presented in section 3.2 “Burner transfer function calculation”.  

3.1.3.1 Flame shape image processing 

In order to investigate the flame shape, a Nikon D3200 DSLR camera with a CMOS sensor was 

used at 105mm focal length to acquire bitmap images of the flames. The images were recorded 

under constant values of focal length, shutter speed, aperture and ISO sensitivity to perform 

reliable comparisons in various cases. A reference photograph was taken from a grid placed on top 

of the burner deck to calculate the flame height and compare it with simulations. Two types of 

coarse and fine grid with resolutions of 0.5 and 0.2mm were used. A sample picture of the flames 

from various angles and an overlaid picture of the coarse grid are presented in Figure 3.2.  
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Figure 3.2: A sample picture of the flames (left) and image processing grid (right) acquired using the CMOS camera. 

It was specifically considered that in burner decks with slits of high aspect ratio, deformations 

due to thermal expansion may occur. Therefore, a so-called double-deck configuration is applied, 

where the burner deck was split into two layers, fixated on top of each other with heat resistant 

tape. This configuration allowed room for thermal expansion and helped maintaining the shape of 

the burner deck and flame while heating up. Figure 3.3 shows the difference it made on the shape 

of the flames stabilized on a burner deck with 2.230mm slits.  

  

  
(a) (b) 

Figure 3.3: The single-deck (a) and double-deck (b) configuration of a burner deck with slits of 2.230mm. Thermal expansion deforms 
the burner deck and causes deformation of the metal bridge between two adjacent flames, which can be observed in the flame photos.  

3.1.4 Control and safety  

The measurement conditions need to be as controlled and stable as possible to ensure that the 

results are reliable. Moreover, working with premixed combustion requires specific safety 

considerations as well. Therefore, the following measures were taken, 

 Placing a UV-transparent quartz tube on the burner deck surrounding the flames to prevent 

air entrainment and stabilize the flames better. 

 Spot-welding multiple thermocouples below the burner deck to accurately measure the 

burner deck temperature distribution (placing them below the burner deck prevents them 

from absorbing radiation from the flames and false readings). 

 Controlling the burner heat loss and temperature using a water jacket fixed to the burner 

edge with controlled inflow and outflow temperatures. 

 Placing an extra thermocouple in the mixture supply tube to have a correct indication of 

mixture temperature and accurate flow velocity calculations. 
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 Fixing the CTA in a CTA-holder to keep its perpendicularity with the flow direction 

 Embedding two layers of wire mesh in the supply tube (one between the burner and CTA, 

and one between the CTA and speaker) in order to prevent upstream propagation of flames 

in case of flashback. These wire meshes also helped to laminarise the flow.  

A 3D model and a photo of the burner head showing some of these features is illustrated in 

Figure 3.4.  

  
Figure 3.4: The 3D model (a) and photo (b) of the burner head showing the quartz tube, water jacket, CTA holder, and the two layers of 
wire mesh.  

3.2 Burner transfer function calculation 

The CTA and PMT voltages were harmonic and the PMT signal was lagging behind the CTA 

signal. Therefore, we have 

 sin ,CTA CTA CTAv v v t   (3-1) 

 sin ,PMT PMT PMTv v v t     (3-2) 

where the overbar and prime signs denote the DC and AC parts of the signals, respectively. The 

DC offset for the CTA needs to be high enough to prevent the signal from crossing the zero line. 

If it does, the CTA measures double the actual frequency, since the heat transfer from the hot wire 

occurs regardless of the direction of flow velocity around it. [49]. A representation of the signals is 

illustrated in Figure 3.5.  

 
Figure 3.5: An illustration of the CTA and PMT signals showing their DC and AC parts, and the delay between them. 
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The gain and phase of a TF between the CTA and PMT signals would simply be equal to 

PMT CTAv v   and , respectively. In order to obtain these values, a discrete Fourier transformation 

(DFT) was applied to the signals and the signal TF was reconstructed as 

 
 

 
   

. ,siPMT

s s

CTA

v
TF N G e

v

 
    (3-3) 

where Gs() and s() are the discrete frequency-dependent gain and phase of the complex TFs(), 

respectively, and N is a normalization factor which is explained in the following section. Since the 

signals were harmonic and the calculations were performed in the frequency domain, no filtering 

was required and the raw signals were used. A sample of the CTA and PMT frequency responses 

at 70Hz are presented in Figure 3.6. It is clearly visible that the signal to noise ratio was large 

enough to enable proper post-processing. This ratio was constantly monitored for all excitation 

frequencies to ensure a reliable signal. It can also be observed in Figure 3.6 that the first harmonics 

of the signals are present as well. However, they are one order of magnitude smaller than the 

original signal, which indicates linearity of CTA and PMT responses.  

 
Figure 3.6: A sample of the CTA and PMT frequency responses at 70Hz. 

3.2.1 Normalization of burner transfer function 

As mentioned in section 3.1.3 “Excitation and response”, the output voltage of the CTA and PMT 

are indirect measures of velocity and heat release. Therefore, a calibration is required in order to 

obtain the velocity and heat release data. The CTA response can be calibrated based on the mass 

flow controllers and mixture temperature. Based on the mass flow rate measured by the MFCs, the 

mixture density can be calculated and depending on the mixture temperature and cross sectional 

area, the bulk flow velocity is obtained. This calculation was incorporated in the Matlab code in 

order to use the obtained bulk flow velocity values as input for simulations.  

The PMT calibration is more complicated, since the radical emissions from the flames vary by 

changing parameters such as equivalence ratio, burner load, PMT distance and angle. However, to 

measure the burner TF, no direct calibration is necessary if the relation between the signals and the 

measured quantities are known. If the relation is not linear, which is usually the case, it can be 
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linearized around the operating point, i.e. the quasi-steady-state. This is why before starting each 

measurement, TF normalization was performed by acquiring the mean signals for three conditions, 

i.e., the nominal operating condition and two extra states with 10% smaller and larger mixture bulk 

velocity. The slope of the linearized relation between the CTA and PMT signals was then calculated 

and used as a normalization factor for calculating the gain of burner TF. This normalization ensures 

that the gain of burner TF converges to unity for very low frequencies (quasi-steady-state), which 

is simply based on the conservation of energy. Figure 3.7 shows an example of this normalization. 

The mean signals were acquired five times (the crosses) and an average of the values (the filled 

circle) was selected for the calculations. The scales of the axes on the left clearly show the 

repeatability of the normalization measurements. 

 
Figure 3.7: An example of the normalization factor measurement (the slope of the linearized relation between the CTA and PMT signals). 
The mean signals were acquired five times (the crosses) and an average of the values (the filled circle) is selected for the calculations. 

Based on the described techniques and tools, the burner transfer function can be measured. 

Figure 3.8 shows an example of the gain (a) and phase (b) of the TF of a burner deck with 12 slits 

of 2.220mm. The presented data shows very good repeatability and well-resolved curves for three 

independent measurements.  

  
(a) (b) 

Figure 3.8: An example of three independent measurements of gain (a) and phase (b) of the TF of a burner deck with 12 slits of 2.220mm. 
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3.2.2 Burner deck temperature measurement 

The burner decks were all made from round perforated stainless steel plates of 120mm diameter 

and 0.6mm thickness. The water-cooling was applied underneath the burner deck between radii 30 

and 55mm and a 1.5mm-thick soft gasket layer was placed between the water ring and the burner 

deck in order to house the thermocouple wires and prevent leakage. The water temperature was 

maintained around 22C and high flow rate was used to minimize water heat-up to less than 1C, 

which is negligible. Since the stabilization temperature of the burner has considerable effects on 

the burner TF [50–52], it is crucial to perform accurate burner deck temperature measurements. 

This was performed via spot-welding multiple K-type thermocouples below the burner deck. 

Placing the thermocouples below the burner deck shields them from direct radiation from the 

flames and ensures more accurate measurements. Figure 3.9 illustrates the configuration of the 

thermocouples on a burner deck with 8 slits of 2.230mm. The subscript denotes the bridge (the 

metal between the slits) number, and whether the thermocouple is welded on the inner (i) or outer 

(o) side of the bridge. Depending on the burner deck used and the importance of the resolution of 

the temperature distribution on the burner deck, a number of the indicated thermocouples were 

used. Nevertheless, T1i and T5o were always included to have an indication of the highest and lowest 

burner deck temperatures, respectively.  

  
Figure 3.9: A burner deck with 8 slits of 2.230mm and multiple thermocouples spot-welded below it. The subscript denotes the bridge 
number and whether the thermocouple is welded on the inner (i) or outer (o) side of the bridge.  

For each operating point, the temperatures were measured on a separate burner deck than the 

one used for TF measurements. The reason was to exclude the possible flow, and consequently 

flame, distortions due to the presence of the thermocouple wires upstream of the burner deck.  

3.3 Possible measurement errors 

The measured TF has a good reproducibility, as was shown in Figure 3.8. However, inherent 

errors of the measurement setup may cause inaccuracies in the measured data. The possible sources 

of such errors are addressed here. 

3.3.1 TF measurement errors 

Comparing the CTA and PMT time signals reveals that the main source of the noise in the data 

is the occasional fluctuations of flame radiation and the intrinsic noise of the PMT. Figure 3.10 

shows these signals with and without excitation at 70Hz. A small low-frequency component in the 

water 

cooling 

region
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CTA signal was present that could be due to the inherent flow fluctuations. The noise in the PMT 

signal was mainly due to the internal electrical circuits and had a much higher frequency than the 

range of interest (1kHz). It was already shown in Figure 3.6, that the main signal was at least one 

order of magnitude larger than the noise, which enables accurate post-processing.  

 
Figure 3.10: The CTA and PMT time signals for the unperturbed (0Hz) and perturbed (70Hz) cases. 

The repeatability and reproducibility tests include TF measurement on different days (and 

sometimes with different hot-wire probes after disassembling and reassembling the setup). The 

results of these experiments show a maximum of 0.1 scattering in TF gain and 0.1 scattering 

in TF phase (see Figure 3.8).  

3.3.2 Flow rate and mixture equivalence ratio errors 

The mass flow controllers described in section 3.1.2 “Mixture supply” have a maximum error of 

1%, when operated within 15-85% of their nominal capacity. This is declared by the producer and 

confirmed in frequent calibrations. All measurements were performed for lean flames with the 

equivalence ratio around 0.8 and various MFCs with different ranges were used for different 

conditions to make sure that the optimal MFC range was in use. Therefore, the MFC inaccuracies 

can be estimated by taking into account the chemical reactions. One mole of methane (molecular 

weight of 16g) reacts with two moles of air (molecular weight of 29g). Therefore, the stoichiometric 

fuel-to-air mass ratio is 0.275. and it is 0.22 at equivalence ratio of 0.8. The 1% error in the fuel 

or air mass flow rate causes the same error on the equivalence ratio. In the extreme worst case of 

the two errors occurring simultaneously, a linear summation of the errors leads to a maximum error 

of 2% in the equivalence ratio (in practice a quadratic summation is a more realistic case, which 

leads to only 1.41% error). Nevertheless, this level of error in equivalence ratio may only negligibly 

change the burner TF [43].  
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3.3.3 Mixture bulk velocity errors 

The mixture bulk velocity was measured as an input for simulations and normalizing the 

measured velocity fluctuations to achieve the desired level of acoustic velocity (see section 3.1.3 

“Excitation and response”). The bulk velocity was calculated back from the mass flow rates and 

temperature-dependent mixture density. The mixture temperature was measured by a K-type 

thermocouple with an error of 2C that induces maximum 0.7% error in the mixture density and 

bulk flow velocity. This error may be quadratically added to the 2% MFC error and lead to a final 

maximum of 2.12% for bulk flow velocity. Therefore, at the beginning of every measurement and 

just before starting the frequency sweep, steady-state time signal of the CTA was obtained for 5 

durations of 5 seconds each, and the average bulk velocity is calculated. This procedure minimizes 

the effects of the discussed inaccuracies.  

3.3.4 Geometrical errors 

There are various geometrical tolerances in the system, of which the supply tube diameter and 

the burner deck perforation size are the most important. These dimensions were measured with an 

error below 1% that leads to maximum 2% error in the area. Accordingly, together with the mass 

flow rate and bulk flow temperature measurement, the error in bulk flow velocity reaches 2.91% 

(using quadratic sum of independent errors).  

Another geometrical measurement was the flame height. It was measured by a grid with 0.2mm 

accuracy, as discussed in section 3.1.3.1 “Flame shape image processing”. For most of the flames in this 

study with 6-10mm height, this equals a maximum of 3.4% error in the flame height measurement.  

3.4 Numerical tools and methods 

This section deals with introducing the numerical tools and methods used in this work. The first 

part includes the computational fluid dynamics (CFD) setup for calculating burner and heat 

exchanger TFs. The second part discusses the system identification analysis where the eigenmodes 

of the system are examined. The data obtained from CFD provides a framework for the network 

model and Helmholtz solver to find the stability bounds of the system.  

3.4.1 CFD simulations of transfer functions 

The CFD simulations were performed in ANSYS® Fluent 17.0 [53] with the mesh generated in 

Gambit. The burner and heat exchanger were simulated in various 2D and 3D configurations in 

order to find a good match with the experimental results.  

3.4.1.1 Conservation equations 

The conservation equations explained here are mainly obtained from [53]  and adapted to the 

conditions of this work. The continuity equation in the absence of mass sources is written as 
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where , t and v  denote the density, temperature and velocity vector, respectively.  

The momentum equation when the gravitational and external body forces are neglected can be 

written as 

     . . ,v vv p
t
  


   


 (3-5) 

where p and   denote the pressure and stress tensor, respectively. The stress tensor for an 

incompressible flow is given as 

  ,Tv v     (3-6) 

where  denotes the molecular viscosity.  

The energy equation in the absence of viscous heating is written in the form of  

    . . ,i i h

i

E v E p k T h J S
t
 

  
      

  
  (3-7) 

where k and T denote the conductivity and temperature, and hi and Ji indicate the enthalpy and 

diffusion flux of species i. The heat of chemical reactions is included in the source term Sh and the 

energy is denoted by E and can be written as 
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where Yi denotes the mass fraction of species i.  

The species conservation equation is then given as 

   . . ,i i i iY vY J R
t
 


   


 (3-9) 

where Ri is the net rate of production of species i by chemical reactions. The diffusion flux of 

species i (Ji) in equations (3-7) and (3-9) arises due to gradients of concentration and temperature. 

The Fick’s law is used to describe the diffusion flux as 

, .i i m iJ D Y   (3-10) 

Here Di,m is the mass diffusion coefficient for species i in the mixture. Using methane as the fuel 

justifies assuming unity Lewis number and neglecting the thermal (Soret) diffusion. Therefore, the 

mass diffusion coefficient becomes  


, ,i m

p

k
D

c
 (3-11) 

where k,  and cp denote the thermal conductivity, density and specific heat of the mixture, 

respectively.  

Combustion was modeled using finite-rate chemistry for a two-step reaction mechanism as 

Reaction 1: 
4 2 21.5 2 ,CH O CO H O    (3-12) 

Reaction 2:  2 20.5 .CO O CO  (3-13) 
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In general, the molar rate of creation or destruction of species i in reaction r is given by 
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where   

,i r   is the stoichiometric coefficient for product i in reaction r, 

,i r   is the stoichiometric coefficient for reactant i in reaction r, 

,f rk  is the forward rate constant for reaction r, 

rN  is the number of chemical species in reaction r, 

,j rC  is the molar concentration of each reactant and product species j in reaction r, 

,j r  is the forward rate exponent for each reactant and product species j in reaction r, 

,b rk  is the backward rate constant for reaction r, 

,j r  is the backward rate exponent for each reactant and product species j in reaction r. 

The rate constant for reaction r is computed using the Arrhenius expression 

,rr E RT

r rk A T e 
  (3-15) 

where Ar is the pre-exponential factor, βr is the temperature exponent, Er is the activation energy 

of the reaction, and R is the universal gas constant (8314.34J/kmol-K). The temperature dependency 

of reaction rates are neglected, so βr is set to zero. Table 3.1 lists the corresponding input values 

for the reactions obtained from [53]. The pre-exponential factor of Reaction 1 is further tuned to 

yield more accurate results (see section 3.4.1.5 “Validations”). The rate exponents for species are 

only mentioned if they are not zero.  

Table 3.1: The values used in the finite-rate chemistry formulation for the two-step reaction mechanism.  

 Ar [consistent units] Er [J/kmol] 
,j r  or ,j r  

Reaction 1  1.581012 2108 CH4  0.7 

O2 0.8 

Reaction 2 forward 2.241012 1.7108 CO  1 

O2 0.25 

H2O 0.5 
Reaction 2 backward 5108 1.7108 CO2 1 

 

The explained conservation equations were solved using ANSYS® Fluent 17.0 with a coupled 

approach for pressure and velocity, along with second order spatial discretization for momentum, 

energy and species. The transient formulation was first-order implicit (using second-order did not 

change the results, but slowed down the simulations). More details of the solution methods are 

available in [53].  
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3.4.1.2 Geometry and meshing 

A sample of the 3D geometry of a multiple-slit burner deck together with a few rows of heat 

exchanger tubes are presented in Figure 3.11. Varying dimensions are indicated with letters and the 

upstream and downstream parts of the numerical domain were set to 5 and 100mm, respectively. 

These distances were chosen large enough for the thermal and viscous non-uniformities to damp 

out. In the 3D simulations, symmetric conditions were used in both X and Y directions, thus only 

one-fourth of one slit perforation was considered. The slit perforation dimensions were L1 and L2, 

and the pitch between the perforations were P1 and P2. The horizontal distance between the heat 

exchanger tubes was chosen equal to P1 so that each flame had a corresponding heat exchanger 

tube downstream of it.  

 
Figure 3.11: The 3D domain containing a multiple-slit burner deck and a multiple-tube heat exchanger showing the related dimensions, 
as well as a sample of the simplified 2D domain containing one slit and one row of heat exchanger tube.  

In 2D simulations, three major patterns of burner deck perforations were studied, i.e. the slit, 

and rectangular and hexagonal patterns of round holes. The slit and hole patterns were simulated 

in Cartesian 2D and axisymmetric 2D domains, respectively. In order to find the correct 

geometrical settings for the axisymmetric cases, an equivalent area and pitch needs to be calculated. 

Figure 3.12 includes the schematic for this calculation for the rectangular and hexagonal patterns. 

The equivalent radius (used in axisymmetric simulations) was chosen so that the area of the 

equivalent circle (shown as the shaded area in Figure 3.12) was equal to the area of the smallest 

polygon surrounding a hole. Therefore, we have 

for the rectangular pattern: 2 4
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(a) (b) 

Figure 3.12: Schematic of the equivalent area and equivalent pitch calculation for the rectangular (a) and hexagonal (b) patterns.  

The grid size used in the simulations was 160μm, which was refined to 40 and 20μm around the 

heat exchanger and burner, respectively, in order to resolve the thermal boundary layer and flame 

thickness properly. These values were obtained after careful comparisons with the literature and 

grid independency checks and were kept consistent in almost all simulations. More details are 

discussed in section 3.4.1.5 “Validations”. Figure 3.13 illustrates the meshing zones. 

 
Figure 3.13: The simulation grid size that is 160μm and refined to 40 and 20μm around the heat exchanger and burner, respectively. 

The naming conventions for different burner deck configurations are listed in Table 3.2. 

Table 3.2: The naming conventions for different burner deck configurations.  

Configuration Generic naming convention Example 

Rectangular slit 
perforations – 
multiple rows 

D(L1-L2 in mm)_P(P1-P2 in mm)_ 
V(perforation velocity in m/s)_ 

(equivalence ratio) 

D2.2-10_P4-12_V1.2_0.8 

Rectangular slit 
perforations – 
single row 

D(L1-L2 in mm)_P(P1-0 in mm)_ 
V(perforation velocity in m/s)_ 

(equivalence ratio) 

D2.2-10_P4-0_V1.2_0.8 

Circular hole 
perforations 

DR(hole diameter in mm)_P(P in mm)_ 
Rect/Hex(hole pattern)_V(perforation 

velocity in m/s)_(equivalence ratio) 

DR2.2_P4_Rect_V1.2_0.8 

 

20m 40m160m 160m
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3.4.1.3 Boundary conditions and material properties 

The simulation domain is presented in Figure 3.11. The inlet boundary was set to constant 

velocity, the outlet boundary to atmospheric pressure and the lateral boundaries to symmetric. 

Some studies have suggested using a correction factor for flame expansion effects [54]. However, 

these effects marginally alter the flame TF and do not change the nature of the interactions and 

the conclusions to be drawn. The burner deck and heat exchanger had isothermal boundaries with 

the values obtained from measurements. Here, the heat exchanger walls were thin and the constant 

temperature assumption was acceptable. Nevertheless, if a more accurate and detailed investigation 

is required, conjugate heat transfer needs to be taken into account.  

The mixture was methane-air with equivalence ratio of  (0.8 for most of the work). The specific 

heats of all individual species were obtained from temperature-dependent polynomials and their 

viscosities and thermal conductivities using the kinetic theory. The corresponding properties of the 

mixture were then available using the mixing law [53]. 

3.4.1.4 TF calculation 

In order to obtain the burner and heat exchanger TF or TM, transient simulations were 

performed to calculate their responses to a block change in velocity. This was done by imposing a 

step function with 5% increase in the inlet velocity as excitation. The response of the burner was 

then calculated using the volume integral of reaction source term, which indicates the burner heat 

release rate. The response of the heat exchanger was calculated using the surface integral of heat 

flux through the heat exchanger walls. It was particularly checked that the time step size (10µs) is 

small enough to capture the premixed flame dynamics.  It was also checked that the perturbations 

are small enough to prevent nonlinearities and can be regarded as a broadband excitation covering 

a wide range of frequencies. This approach has proved to be efficient and representative of 

obtaining the system response using multiple harmonic excitations [55].  

In Figure 3.14, a sample of the step excitation and response signals for the burner and heat 

exchanger are plotted. The signals are normalized to their corresponding values before the 

excitation. The excitation was applied at t=0ms and after 40ms relaxation time (of which only 10ms 

is plotted in Figure 3.14), the system stabilized at the new operating point and then a step back to 

the original value was imposed. This created a periodic signal for Fourier transformation. The 

periodicity can also be manually created by mirroring the signals (if nonlinearity by hysteresis is not 

expected), which is the procedure used in most of this work. Note that the reference point for 

calculating TF of a specific acoustic element is usually chosen at a distance upstream of the element, 

where the acoustic waves can be assumed planar. Consequently, for the burner the combined 

effects of the flame and flame holder are considered.  
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Figure 3.14: Samples of normalized excitation ( ) and response signals of the burner ( ) and heat exchanger ( ). The periodic 
signal is created by manually mirroring these signals.  

3.4.1.5 Validations 

The most complicated part of the CFD simulations is the correct prediction of the burner 

response to acoustic fluctuations. However, it is first necessary to resolve the steady flame and 

capture flame characteristics, such as flame shape, temperature and laminar flame speed.  

3.4.1.5.1 Pseudo-1D flame validations 

The initial validations were performed in a pseudo-1D domain in order to obtain the correct 

laminar flame speed. The width of this domain was equal to the size of one element and its length 

was large enough to enable capturing the movement of the flame front. The boundary conditions 

were similar to the actual 2D case, but with no heat exchanger (see section 0 “ 

Boundary conditions and material properties”). If the inlet velocity is equal to the laminar flame 

speed, the flame position does not change. If it is not, then the difference between the inlet velocity 

and the flame movement velocity indicates the laminar flame speed. Figure 3.15 shows the 

variations of the reaction heat and temperature profiles with time, and illustrates that the flame is 

moving towards the outlet (right hand side). Therefore, in this specific case, the inlet velocity is 

larger than the laminar flame speed. 

 
Figure 3.15: The variations of the reaction heat and temperature profiles with time, illustrating that the flame is moving with constant shape 
and velocity towards the outlet (right hand side). 
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The laminar flame speed was also used for grid independency study, where the grid size was 

refined from 100 down to 20m. Figure 3.16 shows the laminar flame speed and the number of 

elements inside the flame front for each refinement level. This number of elements can be 

calculated from dividing the flame thickness (obtained from the reaction heat graphs in Figure 

3.15) to the element size. It can be observed that further refinements were not necessary and 20m 

is chosen for the flame zone.  

 
Figure 3.16: The laminar flame speed (white bars) and the number of elements inside the flame front (gray bars) for each refinement level.   

Using the chosen grid size and the described methods for laminar flame speed calculation, 

various simulations were performed in order to obtain a laminar flame speed close to the literature 

data. The dependency of the laminar flame speed to the changes in equivalence ratio and unburned 

mixture temperature were analyzed and the results are plotted in Figure 3.17a and b, respectively. 

These pseudo-1D simulations were used for tuning the pre-exponential factor of Reaction 1 in 

Table 3.1. It can be observed that the tuned chemistry nicely follows the trends presented in the 

literature.  

  
(a) (b) 

Figure 3.17: The dependency of the laminar flame speed to equivalence ratio (a) in this study ( ) compared with the data from de Lange 
( ) [56], Dyakov et al. ( ) [57] and Kishore et al. ( ) [58], and to the unburned mixture temperature (b) in this study ( ) 
compared with the data from Sharma et al. ( ) [59] and Brown et al. ( ) [60].  
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3.4.1.5.2 2D steady and unsteady validations 

The steady 2D simulations of the burner were performed using various reaction mechanisms 

including the simple 1-step, the modified 2-step (see Table 3.1), and skeletal mechanics such as 

GRI3 [61] and DRM19 [62]. The results are presented in Figure 3.18 and illustrate good agreement 

regarding flame height, thickness and standoff distance between the 2-step mechanism used in this 

work and the detailed skeletal mechanisms. The 1-step reaction mechanism, however, predicted a 

larger flame thickness and smaller standoff distance. The thicker flame is an inaccuracy that is 

common in over-simplified reaction mechanisms. Conversely, the 2-step mechanism predicted a 

slightly thinner flame and a larger standoff distance compared to the skeletal mechanisms, but the 

transient results of burner TF (see further) obtained using this mechanism show a better match 

with the measurements.  

 
Figure 3.18: The steady flame shape when simulating using the 1-step, modified 2-step (see Table 3.1), DRM19 and GRI3 reaction 
mechanisms. 

The TF validation of the burner with 2D unsteady stretched flames was performed in 

comparison with the work of Kornilov et al. [24]. They provided measurement and DNS simulation 

results of wedge flames stabilized on a perforated deck. This work was chosen because the 

configuration was close to this study and their results had been confirmed in other independent 

studies as well [54]. The comparison of the steady flame shape and the TF gain and phase are 

presented in Figure 3.19a and b, respectively. This comparison also provides a double check for 

the laminar flame speed and flame height, since these parameters significantly affect the TF [24, 

54, 63]. The results show that the model is able to reproduce the experimental and numerical data 

from the literature with good agreement.  

1-STEP 2-STEP DRM19 GRI3
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(a) (b) 

Figure 3.19: The comparison of the flame shape in the simulations of Kornilov et al. [24] (left side of (a)) and that of this work (right side 
of (a)), and the flame transfer function (b) in this work ( ) and the simulations ( ) and experiments ( ) of Kornilov et al. [24].  

The introduced and verified CFD model is used in the rest of this work for simulating the 

response of various burners and heat exchangers to the velocity oscillations.  

3.4.2 System identification analysis 

This section deals with explaining the tools used for solving the characteristic equation of the 

system (Equation (2-9)), in order to obtain its complex eigenfrequencies. Some basic theory and 

equations are already discussed in section 2.3 “Thermoacoustic theory” and the remaining are presented 

here.  

3.4.2.1 Network modelling using taX 

One of the tools used for system identification is taX, a state-space network modelling tool 

developed by Technical University of Munich. This network model is a low-order simulation tool for 

the propagation of acoustic waves in an acoustic network and is able to determine stability, mode 

shapes, frequency responses, scattering matrices and stability potentiality of acoustic networks of 

arbitrary topology. The state-space modeling approach used in taX is numerically efficient as it is 

based on matrices with constant, frequency-independent coefficients. This provides a standard 

linear eigenvalue problem to be solved directly in small to moderate model sizes. However, for 

large models an iterative algorithm is required [64]. The environment for running taX is Matlab 

Simulink and it requires the Control System and System Identification toolboxes. 

Figure 3.20 shows a representative network model of a typical heating appliance, as presented 

in Figure 1.2. The inlet and outlet can be open, closed, or have a specific reflection coefficient and 

there are various acoustic ducts between the elements. The burner and heat exchanger are similar 

elements that each include a TF defining their active thermoacoustic behavior, related area changes 

and ducts inside, and a temperature change.  
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Figure 3.20: A representative network model of a typical heating appliance in taX, as presented in Figure 1.2. 

The model for the TF of the burner or heat exchanger can be either a simple n- model or a 

generic TF obtained from simulations (see section 3.4.1 “CFD simulations”) or measurements (see 

section 3.2 “Burner transfer function calculation”). It is worth mentioning that in measurements of 

burner TF, it is usually not possible to measure only the flame TF without the effects of the flame 

holder. However, it is possible in taX to include the acoustic effects of the area changes and ducts 

in the flame holder. More information on the details of the elements and methods in taX can be 

found in the user’s guide and element documentation [65].  

3.4.2.2 FEM acoustic simulations using Comsol 

The acoustics module of Comsol consists of a set of physics interfaces that enable simulating the 

propagation of sound in fluids and solids. Acoustic simulations using this module can easily solve 

classical problems such as scattering, diffraction, emission, radiation, and transmission of sound 

[42]. Such finite element method (FEM) solvers are required for solving the Helmholtz equation 

in complicated geometries, such as realistic heating appliances. Therefore, they are crucial in 

translating the findings in simplified configurations to full-scale systems in order to improve the 

designs. 

Implementing the inhomogeneous Helmholtz equation (Equation (2-9)) in Comsol is relatively 

straightforward and consists of the following three steps [41], 

 Defining the source terms for all the active acoustic elements 

 Defining a coupling operator (averaging or extrusion coupling in Comsol) that would 
couple the source to the acoustic velocity 

 Iteratively solve the nonlinear eigenvalue problem 

3.4.2.2.1 Implementing the active acoustic source (monopole source) 

Referring back to Equation (2-9), we have the Helmholtz equation in the form of 
2

2 2
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Since for perfect gases 
2p c  , it can also be written as 
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A series of manipulations can make this equation easily implementable in Comsol. Taking into 

account that Q  is per unit volume, the non-dimensional temperature is defined as 

1h

c c p c p c

T T QV QV

T T mc T Au c T





     , (3-19) 

where V denotes the total volume, A the cross-sectional area and the subscripts h and c the hot 

and cold values, respectively. Taking the ideal gas assumption, we have p=RT and cp and cv are 

functions of temperature only. With the additional assumption that the specific heats are constant 

over the temperature range of interest (perfect gas assumption), and considering R=cp−cv and 

cp/cv=γ, we can rewrite θ as 

1QV

Au p







 . (3-20) 

Considering only one-dimensional disturbances and a harmonic heat input concentrated at the 

plane x=b, the solution of the wave equation can be calculated as explained in [31]. Substituting 

Equation (3-20) in (3-18) and considering the Dirac -function, we get 
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ˆ ˆ ˆ. .p p i x b u
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 (3-21) 

This equation can be easily implemented in Comsol if an approximation of the Delta function is 

available. For the heat release in a finite length s centered around x=b we have [66, 67] 
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Therefore, the total heat release rate in the whole domain is the same as if it would be concentrated 

in a plane. Since  
0

1
lim
s
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  we have 
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    (3-23) 

The thickness of the monopole source is then easily inserted in the source definition in Comsol.  

3.4.2.2.2 Geometry, meshing and boundary conditions 

Comsol was used in both simplified and realistic geometries in order to calculate the eigenvalues 

of the system in this thesis. Figure 3.21 shows both the geometry of a simple Rijke burner and a 

full-scale heat cell in Comsol. The heat cell includes a blower, cylindrical burner, parallel heat 

exchanger sections and exhaust. The inlet and outlet boundaries were set to open and were, in most 

cases, acoustically fully reflecting. However, a parametric study was also performed where the inlet 

and outlet reflection coefficients are varied (see section 6.1 “Intrinsic thermoacoustic modes and their 

interplay with acoustic modes in a Rijke burner”). The rest of the boundaries were treated as sound-hard 

boundaries. The Rijke burner features two active elements that are representatives of the burner 

and the heat exchanger, respectively. The burner in the full-scale case is cylindrical and the heat 

exchanger is a distribution of heat sinks (pins).  
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(a) (b) 

Figure 3.21: The geometry of a simple Rijke tube (a) and a full-scale heat cell (b) in Comsol showing the boundary conditions. The heat 
cell includes a blower, cylindrical burner, parallel heat exchanger sections and exhaust. (image courtesy of Bekaert Combustion Technology 
B.V. [68]). 

Figure 3.22 shows a part of the Rijke burner model in Comsol and illustrates the grid size used 

in the monopole source. It is important to include a few grid points along the source to create an 

accurate coupling [69]. In the rest of the domain, the meshing is automatic (controlled by Comsol).  

 
Figure 3.22: The generated mesh inside and around the monopole source in the Rijke burner. 

3.4.2.3 Solution of the eigenvalue problem 

The solution of the constructed eigenvalue problem in the network model or Helmholtz solver 

yields the complex eigenfrequency of the system, that consists of the eigenfrequency (real part) and 

its corresponding growth rate (imaginary part). A positive growth rate that is larger than the decay 

rate due to acoustic damping in the system, results in an unstable system. The results are 

predominantly presented as pole-zero plots and mode shapes, in the form of distribution of 

acoustic pressure or acoustic velocity in the system. Figure 3.23 shows the acoustic pressure in the 

simulation domain for the Rijke burner and a full-scale heat cell.  

 
Figure 3.23: Acoustic pressure in the simulation domain for the Rijke burner and a full-scale heat cell (images courtesy of Bekaert 
Combustion Technology B.V. [68]). 
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CHAPTER     4 

4 Transfer Functions of the Burner and Heat Exchanger as 
Segregated Active Elements 

The acoustic properties of passive elements such as ducts, area changes and terminations are, in 

most cases, readily available [39]. This leaves the properties of the active elements to be defined in 

order to achieve closure of the system equation (see section 2.3.2 “Helmholtz equation”). Since the 

burner and heat exchanger are the major active thermoacoustic elements in heating appliances, this 

chapter deals with identifying their transfer functions separately as two independent elements. 

These elements are considered velocity-sensitive and the tools and methods used in obtaining their 

transfer functions are discussed in Chapter 3.  

4.1 Transfer function of practical laminar premixed burners 

Laminar premixed burners are found in various designs and configurations of heating systems. 

Most commonly used designs include variations of surface-stabilized flames that are formed 

downstream of a perforated or porous surface. Figure 4.1 shows some possible configurations of 

practical burners, i.e. perforated cylindrical (a), metal fiber cylindrical (b), metal fiber flat (c), and 

ceramic flat (d) burners.  
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(a) (b) (c) (d) 

Figure 4.1: Some possible configurations of practical burners, i.e., perforated cylindrical (a), metal fiber cylindrical (b), metal fiber flat (c), 
and ceramic flat (d) burners (images a, b and c courtesy of Bekaert Combustion Technology B.V., and image d courtesy of American Range 
Corporate). 

Since the flames that are stabilized on these surfaces may be quite complex, various 

simplifications have been considered in the early studies of flame transfer function. The initial 

investigations on the response of flames to acoustic forcing have been focused on single Bunsen-

type flames that provides a simple but informative setup for flame transfer function investigations. 

The experiments and simulations on single-flame setups have revealed that the heat release 

fluctuations in laminar premixed flames is directly related to the flame front dynamics. i.e. flame 

wrinkling [70]. The first theoretical description of these wrinkles made considerable use of the n- 

model developed by Crocco, originally for rocket engines [71]. This model is vastly used to date by 

researchers for various types of laminar and turbulent flames [22]. Merk has been among the first 

to identify the transfer function of laminar premixed conical flames [72]. He found that the FTF 

phase increases with frequency and flame height, but the low-pass characteristic of the FTF gain 

was not properly captured.  

The next step in analyzing the flame dynamics was taken with the introduction of flame front 

tracking methods, such as the G-equation [73]. Such methods were capable of analyzing the motion 

of the flame front by relating it to the incoming flow patterns and fluctuations [73–75]. Using the 

G-equation, Fleifil et al. [76] showed that the FTF of a single long conical flame depends only on 

a flame Strouhal number defined as St=R/Su, where  is the angular frequency, R is the 

perforation radius and Su is the laminar flame speed. Ducruix et al. [77] generalized this dependence 

to all flame sizes by incorporating the flame half angle  and introducing a reduced frequency 

*=R/SuCos. The obtained results were in good agreement with the measurements, except for 

the FTF phase at high frequencies. This shortage was compensated by Schuller et al. [78] taking 

into account that the low-frequency perturbations are convected with the mean flow. 

Consequently, they identified the FTF as a function of the reduced frequency and flame angle 

independently. They were able to reconstruct the increasing behavior of the FTF phase with 

frequency in conical flames as well as the phase saturation of flat flames.  

Considerable progress has been made by Lieuwen et al. in multiple stages to analytically describe 

the flame response taking into account the mean flow velocity profile, anchoring point dynamics, 

flame stretch and flame curvature [22]. However, quantitative comparison of the obtained 

theoretical results with experiments or simulations was not thoroughly performed.  

The experiments of Kornilov [43] and Karimi et al. [79] have shown the contribution of flame 

anchoring point dynamics to the wrinkling and phase behavior at high frequencies. The heat 
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transfer in the anchoring region has also been the focus of some researchers [50, 80]. They have 

found that the flame stabilization conditions may significantly modify the FTF.  

The dynamics of the unburned mixture are critical in defining the flame response. One of the 

aspects that has been neglected in analytical expressions of the FTF is the exothermicity [81, 82]. 

In confined flames (either by walls or neighboring flames), the overpressure caused by the 

exothermicity may modify the steady-state velocity field. This may cause flow acceleration in the 

streamwise direction and increase the flame length. However, this effect is easily captured in CFD 

simulations and has been reported in the DNS work of Schlimpert et al. [83]. 

As shown in Figure 4.1, industrial premixed perforated-plate burners usually feature a variety of 

circular and rectangular perforation patterns with dimensions small enough to prevent flashback. 

Therefore, it is of practical interest to study multiple flames and of small dimensions. Researchers 

have shown that multiple flames, unlike single flames, may feature FTF gains exceeding unity, i.e. 

gain overshoot [18, 24, 84, 85]. Noiray et al. [32] found this feature in small conical flames for a 

relatively large range of excitation frequencies. They also reported that the acoustic response of 

such flames are still governed by convective velocity waves that result in an increasing FTF phase 

with frequency. They also found that the response of a cluster of small flames cannot be properly 

captured by kinematic models [76–78, 86].  

If the perforation size is reduced sufficiently and a high porosity flat burner is used, then planar 

laminar flames may stabilize downstream of the burner. This configuration has been widely 

investigated at Eindhoven University of Technology [87–94] (some of these works are reviewed in [95]). 

This series of investigations led to the conclusion that the combined effects of acoustic fluctuations 

and unsteady heat transfer between the flame and the burner surface is what governs the FTF of 

such flames. Rook et al. [88] developed an analytical model to predict the FTF of premixed flat 

flames and showed that the gain overshoot can be due to constructive interferences between the 

motion of the flame anchoring point and the heat and mass transfer between the flame and the 

burner surface. Other researchers have further developed this model to analyze the FTF of small 

conical flames stabilized on perforated surfaces [18, 96]. They associated the gain overshoot to 

flame burning velocity oscillations due to unsteady heat loss to the burner, and indicated that flame 

area oscillations become dominant at frequencies higher than the overshoot frequency. Their 

predictions showed good agreement with DNS when the standoff distance and burner surface 

temperature are properly adjusted, but comparison with experiments were not as successful [97].  

Kornilov et al. [24] performed experiments and DNS of the FTF of conical methane/air flames 

stabilized downstream of rectangular slits. They parametrically studied the effects of the mixture 

bulk velocity, equivalence ratio, slit width and distance between slits, and were able to qualitatively 

capture the measured FTF using simulations at a fixed burner deck temperature of 100C. They 

concluded their work by mentioning the following recommendations for analytical analysis of 

similar flames. First, to predict the FTF phase lag it is necessary to combine a kinematic model 

including a model for the creation of convective waves at the burner outlet. Second, to predict the 

FTF saturation, the jagged behavior and, probably the effect of the gain overshoot, it is necessary 

to develop a method to describe the dynamics of the flame-anchoring zone. Finally, including a 

model for the flame retroaction to the upstream flow and flame-to-flame interaction in the 
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multiple-flame configurations could improve the accuracy and capability of kinematic models to 

predict the FTF of practically interesting burners.  

Several other studies have also pointed out the importance of developing FTF research towards 

realistic and practical burners [82, 90, 98, 99], which is an integral part of this work as well. These 

studies have shown the effects of various parameters, such as perforation size, distance between 

perforations, flow velocity, equivalence ratio, and material and bulk temperature of stabilization 

surface on the FTF. The following two subsections are dedicated to some further fine details of 

the TF of laminar conical flames stabilized downstream of flat plates with round and rectangular 

perforations. Since the flame shape and stabilization conditions are sorted among the most 

important parameters in defining the TF of such flames, they earn the focus of this chapter. The 

effects of the 3D flame shape vs. 2D flame shape are analyzed in section 4.1.1 “Three-dimensional 

effects” and the effects of surface temperature profiles are discussed in section 4.1.2 “Effects of 

stabilization temperature”. 

4.1.1 Three-dimensional effects 

From the various burner types illustrated in Figure 4.1, the ones featuring perforated plates are 

very common type in the heating industry. The majority of such burners feature circular and/or 

rectangular (slit) perforations. In CFD simulations of such flames, the flame thickness needs to be 

properly resolved by choosing a numerical grid size in the order of a few tens of micrometers (this 

concern is addressed in Figure 3.16 of section 3.4.1.5.1 “Pseudo-1D flame validations”). In case of 

steady flames, this requires local refinement in the flame region, and in case of unsteady flames, 

either a dynamic mesh that is updated based on the flame shape and position, or defining a larger 

refinement zone to contain the flame front for all unstable cases. Therefore, these perforations are 

usually treated as Cartesian or axisymmetric 2D in order to reduce the computational effort of full-

scale 3D simulations. This approach has been chosen by many researchers in the field of 

thermoacoustics, but has not been fully investigated if it poses systematic errors. One may, for 

example, argue about the specific length to width ratios of slit flames to be compared to 2D 

simulations. On the other hand, flame chemistry is known to be the most influencing factor in 

predicting heat release and thus acoustic response of laminar flames. Therefore, many of 

discrepancies that are observed in comparing simulations to measurements are minimized by fine-

tuning the flame chemistry. However, in the course of validations for this work, it was found that 

there are inherent 3D geometrical effects that play an important role in the flame response. 

Neglecting these effects may result in over-tuning the model in other aspects such as the chemistry. 

In simulating 3D cylindrical patterns as 2D axisymmetric geometries, the equivalent pitch and area 

are important (this is addressed in Figure 3.12 and Equation (3-16) and (3-17) of section 3.4.1.2 

“Geometry and meshing”), and in simulating 3D rectangular slit patterns as Cartesian 2D, the length-

to-width ratio of the slits. The rest of this section deals with the latter case, which is found to be 

the potential cause of some specific characteristics of FTF. 

Figure 4.2a illustrates a set of photographs taken from different angles from a series of flames 

stabilized on a burner deck with rectangular slits (D2.2-4_P4-20). The corresponding 3D simulation 

results are shown in Figure 4.2b that features a temperature isosurface (to illustrate the flame shape) 
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and the contours of flow velocity magnitude just downstream of the burner deck. The velocity 

contours show an intense flow contraction and increased velocity at the two ends of the slit 

perforations, causing the two ‘humps’ on either sides of the flame. In this case, a 2D simulation 

may still be considered acceptable in comparison to a cross-section of the 3D flame at the middle 

of the flame length. However, the variations in the rest of the length may pose considerable 

inaccuracies, because they are simply not taken into account in 2D simulations.  

  
(a) (b) 

Figure 4.2: Photographs (a) and 3D simulations (b) of flames stabilized on a burner deck with rectangular slit perforations  (D2.2-4_P4-
20). The contours in (b) illustrate the flow velocity magnitude and show intense flow contraction and increased velocity in the two ends of the 
slit perforations. 

A first step in identifying the 3D effects of slit fames is to analyze the effects of the aspect ratio, 

i.e. the ratio of the slit length to its width. It is clear that in the limit case of very long slits, the 2D 

simulations are acceptable. Nevertheless, the 3D flame surface shown in Figure 4.2b can be 

decomposed into two major parts, a purely 2D (wedge) part and two caps on either ends. Further 

detailed analysis of flame surface shows that the geometry of these caps is most similar to half of 

an oblique cone with the base diameter equal to the slit width. Figure 4.3 shows an illustration of 

the right and oblique cone geometries, showing the slit width (L1), slit length (L2) and flame height 

(Lf). In the oblique cone method, the location of the tip of the cones are estimated by analyzing 

the flame images for a specific case (D2.2-4_P4-20).  

  
(a) (b) 

Figure 4.3: The side and top views of the simplified geometry of a right cone flame (a) and an oblique cone flame for the specific case of 
D2.2-4_P4-20 (b). 

The contribution of these conical parts to the total flame area for various slit aspect ratios  = 

L2/L1 is shown in Figure 4.4. The conical share  is defined as the ratio of the conical to total 

L1

L2

Lf

L2

L1

Lf
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flame area and is calculated using three methods, the ratio, right cone and oblique cone. In the ratio 

method, only the width and length of the perforation is considered and the conical share is 

calculated as  

1

1 2

1

1

L

L L



 

 
. (4-1) 

In the right cone method, the cone axis is assumed perpendicular to the base. Using some 

geometrical calculations, the flame height Lf can be ruled out and the conical share becomes 
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. (4-2) 

It can be seen from Equations (4-1) and (4-2) that the ratio and right cone methods lead to the 

same estimation of conical share when the slit aspect ratio is =4.66 (this value can be traced back 

in Figure 4.4, where the solid and dashed lines collide). It can also be seen in Figure 4.4 that the 

ratio method still provides a good estimation of the conical share. However, the most important 

conclusion from this figure is that even with a slit aspect ratio as high as 10, still around 10% of the 

flame area is conical. If the acoustic response of this conical part is inherently different from the 

wedge parts, this can pose significant systematic errors in 2D simulations, because it is well-known 

that the FTFs of laminar premixed flames are dominated by flame area fluctuations.  

 
Figure 4.4: The contribution of the conical part of a slit flame to the total flame area for various slit aspect ratios (L2/L1), using three 
different methods, ratio ( ), right cone ( ) and oblique cone ( ).  

Motivated by these findings, 3D simulations were performed for slit dimensions of 2.2 by 10, 

15, 30 and 50mm (thus aspect rations of 4.55, 6.82, 13.64 and 22.73, respectively), perforation 

velocity of 1.2m/s and equivalence ratio of 0.8. The FTF of the flames were compared to that 

obtained from 2D simulations and the results are presented in Figure 4.5. The FTF phase is hardly 

affected, which is due to the same flame height in all cases, but the gain clearly shows the 

convergence to that of the 2D case as the aspect ratio increases. Note that the jagged behavior of 

the gain is an artifact of simulating with slightly coarser grid in order to make the heavy 3D 
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simulations possible with the available computational resources. Nevertheless, the trends are clearly 

visible in the graph. 

  
Figure 4.5: The simulated gain and phase of FTF of a 2D flame of 2.2mm width (solid black line), and corresponding 3D flames with 
length of 10mm (aspect ratio of 4.55) (dashed gray line), 15mm (aspect ratio of 6.82) (solid gray line), 30mm (aspect ratio of 13.64) 
(dotted black line) and 50mm (aspect ratio of 22.73) (dashed black line). The perforation velocity is 1.2m/s and the equivalence ratio is 
0.8. 

The same analysis was performed by measurements, where burner decks with slit perforations 

of 2.2 by 6, 10 and 15mm (thus aspect ratios of 2.73, 4.55 and 6.82, respectively) were used. Figure 

4.6 illustrates the burner decks used in this measurement (note that the results of larger slit lengths 

are not reliable due to buckling of long bridges between the slits and distorted flame shape (see 

Figure 3.3)). The perforation velocity was 1.2m/s and the equivalence ratio 0.8. Due to the 

geometrical effects, the porosity of the burner decks vary slightly between 42-48%, but this amount 

was negligible in the measured burner deck temperatures. 

   
Figure 4.6: The burner decks with slit perforations of 2.2 by 6, 10 and 15mm (thus aspect ratios of 2.73, 4.55 and 6.82, respectively) to 
show the measurement results if increasing slit aspect ratio. 

Figure 4.7 shows the results of the measurements and that the same trends as in the simulation 

results (see Figure 4.5) are observed. The discrepancies between the simulations and measurements 

may be due to the burner deck temperature profiles, which were not taken into account in the 

simulations. In addition, the real burner decks featured several incomplete flames around the edge 

that can contribute to these discrepancies. Nevertheless, the observed trends with increasing slit 

aspect ratio are similar in simulations and measurements. 
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Figure 4.7: The measured gain and phase of burner TF with perforations of 2.2 by 6 ( ), 10 ( ) and 15mm ( ), thus aspect 
ratios of 2.73, 4.55 and 6.82, respectively. The perforation velocity was 1.2m/s and the equivalence ratio 0.8. 

Based on the presented data, an aspect ratio below 10 would pose significant deviations from 

the purely 2D simulation. Maintaining such high aspect ratios has not always been the case in the 

literature, and CFD simulations of flames with much smaller aspect ratios were reported to be in 

good agreement with measurements [24, 54, 89, 100]. This poses the probability of unknowingly 

solving geometrical problems by over-tuning other parameters, such as chemistry, in the 

simulations. 

For practical reasons, such as manufacturing, the slit perforations in the premixed perforated 

burners do not usually feature a high aspect ratio. In simulating such kind of burners, it may be 

possible to combine the wedge and conical parts of the flame to reproduce a combined acoustic 

response of the total flame. Assuming that the two half-cone caps on either sides of the slit flame 

can form one fully conical flame, a combination of Cartesian and axisymmetric 2D simulations can 

be performed to obtain more accurate results. This combination can be done directly on the heat 

release data, or after obtaining the complex FTFs in the frequency domain using weighing factors 

proportional to the surface area of the wedge and conical parts. Figure 4.8 shows the results of the 

latter combination method next to the measured FTF for case D2.2-20_P4-22_V1.2_0.8 (slit 

aspect ratio of 9.1). The combinations are manually created by calculating a weighted sum of the 

complex FTFs of the pure Cartesian 2D (dark blue) and pure axisymmetric 2D (dark red) 

simulations. The percentage of the 2D part is indicated on the figure. It is clearly observed that a 

pure Cartesian 2D simulation is not fully capable of reproducing the fluctuations in the FTF gain, 

while these fluctuations do exist at the correct frequencies in the axisymmetric simulations. 

Therefore, a combination of Cartesian and axisymmetric simulations would lead to a better 

prediction of the burner response. The weighing factors for this combination can be retrieved from 

Figure 4.4, which for the aspect ratio of 9.1 results in the weighing factor of 0.9 and 0.1 for the 

Cartesian and axisymmetric parts, respectively. However, the results presented in Figure 4.8 show 

that a combination with even higher weighing factor for the axisymmetric case is more desirable. 

This shows that the actual contribution of the conical part of the real flame might be even higher 

than only the area ratio.  

Figure 4.8 also shows that for frequencies below the first dent in the FTF gain (around 400Hz), 

the phase changes gradually between the Cartesian and axisymmetric cases by changing the 

weighing factor. However, for higher frequencies a phase jump occurs that results in a separation 
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between the two groups of curves, the ones dominated by the Cartesian or by the axisymmetric 

case. The phase of the measured FTF matches well with the Cartesian-dominated cases, while the 

fluctuations of gain match better with the axisymmetric-dominated cases. This makes it difficult to 

judge which method better captures the complex FTF.  

  
Figure 4.8: Combining the complex FTF of a pure Cartesian (dark blue line) and a pure axisymmetric (dark red line) 2D simulation 
with various weighing factors indicated with shades of blue and red (the values mentioned are associated to the 2D part. The experimental 

measurements are plotted with markers for D2.2-20_P4-22_V1.2_0.8. 

Additionally, more accurate measurements were performed on only one row of slits (to 

minimize flame-flame interactions around the caps) and with better controlled burner decks 

(including water cooling and buckling control as indicated in Figure 3.3b of section 3.1.3.1 “Flame 

shape image processing”) for case D2.2-4_P20-0_V1.2_0.8. These results are presented in Figure 4.9, 

where it is found that the FTF gain in the measurements is actually “bound” by that of the Cartesian 

and axisymmetric simulations. This indicates that the dominance of various parts of the slit flame 

FTF may be frequency-dependent and different mechanisms take over depending on the excitation 

frequency.  

  
Figure 4.9: The gain and phase of FTF for case D2.2-4_P20-0_V1.2_0.8, measurements (markers), pure Cartesian (solid lines) and 
axisymmetric simulations (dashed lines). FTF gain in the measurements is “bound” by that of the 2D and axisymmetric simulations.  

These observations can also be explained mathematically by simply considering the constructive 

and destructive combinations of two complex numbers with different phase behaviors. Let us 

consider two hypothetical complex FTFs in the form of n- models as, 
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2

2 2

iFTF n e  , where n1=1, n2=0.4, 1=1ms and 2=5ms. Since the time delays are constant, the 

phase increases linearly with frequency, with a slope proportional to the value of the time dely. The 

gain and phase of FTF1, FTF2 and FTF1+FTF2 are plotted in Figure 4.10. It can be observed that 

the gain of FTF1+FTF2 fluctuates between n1+n2 and n1-n2 and the frequencies of the minima and 

maxima correspond to when the phase difference between FTF1 and FTF2 equals odd (destructive) 

and even (constructive) multiples of , respectively. In addition, the phase of the summation 

follows that of FTF1 that has the larger gain (this also explains the same observation in the FTF 

phase in Figure 4.8 and Figure 4.9).  

  
Figure 4.10: Gain and phase of FTF1=n1exp(-i1) (dotted lines), FTF2=n2exp(-i2) (dashed lines) and FTF1+FTF2 (solid lines), 

where n1=1, n2=0.4, 1=1ms and 2=5ms. 

If the FTF gains are also frequency-dependent, more complicated patterns may emerge. For 

example, if the gain of FTF1 is linearly decreasing from 1 to 0 at 1000Hz, it will become smaller 

than that of FTF2 for frequencies larger than 600Hz. This frequency is also where the slope of the 

phase of FTF1+FTF2 changes. In other words, the time delay of FTF1+FTF2 follows that of the 

FTF with the larger gain.  

  
Figure 4.11: Gain and phase of FTF1=n1exp(-i1) (dotted lines), FTF2=n2exp(-i2) (dashed lines) and FTF1+FTF2 (solid lines), 

where n1(f)=1-f/1000, n2=0.4, 1=1ms and 2=5ms. 

A more realistic combination would be the case where the FTFs are normalized and their gains 

are equal to one at 0Hz (this is the case for premixed flames due to conservation of energy). In 

order to see the interference pattern, a virtual overshoot is created for the gain of FTF2 so that it 

has a larger gain than FTF1 for frequencies lower than 300Hz. The results are plotted in Figure 
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4.12 and similar trends as in Figure 4.11 are observed. These patterns are also very similar to those 

observed in combining Cartesian and axisymmetric 2D FTF simulations. 

  
Figure 4.12: Gain and phase of FTF1=n1exp(-i1) (dotted lines), FTF2=n2exp(-i2) (dashed lines) and FTF1+FTF2 (solid lines), 

where n1=1, n2(f)=1+f/1000 when f[0,200] and n2(f)=1.5(1-f/1000) when f[200,1000], 1=1ms and 2=5ms. 

Effort was made to confirm these findings in measurements, by blocking parts of the flame 

using plates with specific openings to cover either the two conical caps or the wedge part of the 

flame. In this way, the photomultiplier tube would only pick up the heat release signal from the 

uncovered part(s) of the flame. The results are presented in Figure 4.13, where it is immediately 

visible that the trends captured in measurements are similar to that of simulations. The wedge and 

conical parts of the flame feature low and high FTF gain fluctuation, respectively, and the full flame 

FTF gain falls in between these two. The FTF phase of the full flame and wedge part are almost 

equal and they are both larger than that of the conical part. This observation is in agreement with 

the comparison with CFD simulations (see Figure 4.9).  

  
Figure 4.13: FTF measurements for case D2.2-4_P20-0_V1.2_0.8 using specific plates to cover different parts of the flames. 

In general, the fluctuations in FTF gain have been a controversial topic and studied by many 

researchers. They have mainly attributed these fluctuations to two (or more) phenomena acting 

simultaneously, but with a phase delay, such as flame bulk motion vs. flame wrinkling [86, 101], 

flame body heat release vs. flame root heat release [43], and laminar flame speed vs. heat transfer 

to the flame holder [88, 96]. The findings presented in this section add other possible mechanisms 

playing a role in such details of laminar premixed FTF. The finer details of these findings are not 

investigated further here, but it is concluded that the contribution of the conical parts of a slit flame 
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are not negligible, unless the aspect ratio is extremely large, which is not the case in most industrial 

applications and previous research studies.  

4.1.2 Effects of stabilization temperature 

The stabilization mechanism of surface-stabilized laminar flames is mainly governed by the heat 

loss to the flame holder. This makes the temperature of the burner surface a key factor that affects 

certain characteristics of the FTF, such as the time delay and gain overshoot [24, 80, 102, 103].  

Many lab-scale experimental setups are designed to work with perforated plates in order to 

enable investigating multiple flames and their possible interactions. Such setups deal with larger 

heat loads compared to single-flame setups and usually operate with rather high burner 

temperatures (to enable enough cooling to the ambient environment) or need some measure of 

dedicated cooling. This cooling is usually implemented in the form of water channels in the burner 

head, if it is thick enough [50], or in the construction that holds the burner plate [43], in case of 

thin perforated plates (see Figure 3.4). To make this water-cooling effective, highly conductive 

materials such as aluminum and brass have been used in many instances in the literature [24, 91, 

104, 105]. However, industrial perforated burners are usually made from stainless steel due to price, 

manufacturing and mechanical reasons. Stainless steel has around one order of magnitude smaller 

thermal conductivity compared to brass or aluminum that may cause significant temperature 

distribution on the burner surface and pose inaccuracies in the obtained results based on uniform 

burner deck temperatures.  

4.1.2.1 Temperature profile in burner decks with rectangular perforations 

In the presented work, the temperature was measured on multiple locations on the burner deck 

to capture the temperature distribution (see Figure 3.9). This temperature distribution is presented 

in Figure 4.14 for the case D2.2-30_P4-0_V1.2_0.8. Note that in all measurements, water-cooling 

at 22C was applied around the burner deck between radii 30 and 55mm. However the temperature 

on the outer edge of the burner deck (radius 60mm) was still higher than the water temperature due 

to the thermal resistances between them (this temperature is not measured, but estimated to be 

around 100C).  The values reported in Figure 4.14 are obtained at the 9 thermocouple locations 

marked with round and triangular markers on the centers and ends of the slits, respectively, and 

are plotted in Figure 4.14b (the contours in Figure 4.14a are created assuming linear interpolation 

and symmetry). It can be observed that there is a significant radial temperature profile that leads to 

more than 100C temperature difference between the center and the two ends of a slit.  



Transfer function of practical laminar premixed burners 49 

 

 

  
(a) (b) 

Figure 4.14: Measured temperature distribution on the burner deck for the case D2.2-30_P4-0_V1.2_0.8. Temperature values are 
obtained at the 9 thermocouple locations marked with round and triangular markers on the centers and ends of the slits, respectively. The 
contours are then created assuming linear interpolation and symmetry.  

Similar measurements were performed for shorter (20mm) and longer (40mm) slits in order to 

investigate the effects of slit aspect ratio on the burner deck temperature profile. For this purpose, 

the central thermocouple (T1i) and the end thermocouple of the last slit (T5o) were used as measures 

of the maximum and minimum temperatures, respectively, and the difference between them was 

recorded. The results are plotted in Figure 4.15 and show that the burner deck temperature 

variation increases with increasing slit aspect ratio (note that for these experiments, the number of 

slits were changed in a way that the total open area, and thus the burner heat load, remained the 

same, i.e. 12D2.2-20, 8D2.2-30 and 6D2.2-40).  

 
Figure 4.15: The influence of slit aspect ratio on the maximum temperature difference on the burner deck. The investigated cases are burner 

decks with 12 slits of D2.2-20, 8 slits of D2.2-30, and 6 slits of D2.2-40, and all of them P4-0_V1.2_0.8. 

The observed temperature distributions for the investigated burner decks are intense enough to 

affect the FTF significantly. Increasing the stabilization surface temperature reduces the gain 

overshoot and phase delay [43, 50, 80]. Therefore, a burner deck with such an intense temperature 

distribution is essentially a composition of various flames with different FTFs. However, these 

flames are attached to each other and this makes them inherently different from a simple sum of 

separate flames. Therefore, simplified 2D simulations or measurements of bulk heat release from 
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these flames are not able to capture these local effects. This may be a potential cause of systematic 

errors in FTF research in such burners.  

4.1.2.2 Temperature profile on burner decks with circular perforations 

In an effort to investigate the possible effects of burner deck temperature distribution on the 

FTF of conical flames, axisymmetric simulations were performed for circular holes in a rectangular 

pattern (case DR4_P10_Rect_V1.2_0.8), including an imposed temperature profile that linearly 

changes with radius. This burner deck was chosen because it had a relatively large perforation 

diameter and pitch, thus it could be expected that the observed effects were easier to identify. Three 

cases were investigated, one with the burner deck temperature constant at 300C, and two cases 

where the temperature radially increases from 273 to 373C and 200 to 570C. Figure 4.16 

illustrates the temperature profiles and the flame shapes obtained from reaction heat for these 

cases. The temperature profiles are chosen such that the burner deck temperature right below the 

flame root is equal to 300C for all cases. It is observed that the flame shape and standoff distance 

are hardly affected by the radial temperature distribution (the flame shapes for all the cases are 

plotted, but the differences are extremely small and can be hardly seen). This can be due to the fact 

that the temperature right under the flame root is similar for all these cases.  

 
Figure 4.16: Three different burner deck temperature profiles (300C constant, 273 to 373C, and 200 to 570C) and the flame shapes 
obtained from reaction heat. The flame shapes for all the cases are plotted, but the differences are extremely small and can be hardly seen. 

The FTFs for these cases are plotted in Figure 4.17. It can be observed that the flame responses 

are also very close. The small difference in the gain can be explained by the mean values of burner 

deck temperature that are slightly different (300, 315 and 357C), because the flame root does not 

stand exactly on the center of the temperature profile.  
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Figure 4.17: The FTFs for three different burner deck temperature profiles (300C constant, 273 to 373C,and 200 to 570C). The 
small differences in gain are related to the mean deck temperature differences.  

The obtained results for conical flames show that their FTFs are not directly affected by the 

local temperature variations on the stabilization surface. However, in burner decks where 

perforations are relatively far from each other and the material does not have a high thermal 

conductivity, the temperature variation on the burner deck intensifies. Therefore, the measured 

burner deck temperature will be dependent on the placement of the temperature sensor. If it is not 

placed exactly underneath the flame root, it may record the wrong bulk burner deck temperature. 

These variations can be observed in industrial burners manufactured to date. For example, the 

photos in Figure 4.18 (wide angle (a) and close up (b)) are taken from a stainless steel burner 

manufactured by Bekaert Combustion Technology B.V.. It shows the changes in surface color that occur 

due to oxidation at different temperatures, also known as “tempering”. These colors roughly show a 

temperature distribution that varies multiple tens of degrees Celsius around the perforations [106].  

  
(a) (b) 

Figure 4.18: Wide angle (a) and close up (b) photos of the surface of an industrial stainless steel burner manufactured by Bekaert 
Combustion Technology B.V. that shows different tempering colors corresponding to temperatures that vary up to multiple tens of degrees 
Celsius around the perforations [106]. 

The presented results show that, in practice, it is of utmost importance to first analyze the burner 

deck temperature distribution (using proper measurements or steady-state simulations) and then 

choose a well-thought bulk temperature to be used for transient FTF simulations.  
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4.2 Transfer function of simplified and realistic heat exchangers 

The heat exchanger is a vital part in heating appliances. The recent trends in making compact 

and efficient heating systems that are able to pass the stringent emission regulations has made the 

design of the heat exchanger as important as the burner. Most commonly used heat exchangers in 

heating appliances include variations of material (mainly aluminum or stainless steel) and heat 

extraction scenario (using narrow channels in a small volume, or routing the flow through multiple 

sections with extended surfaces in a larger volume). These two dominant industrial heat exchanger 

designs are introduced in Figure 4.19.  

  
(a) (b) 

Figure 4.19: (a) An aluminum heat exchanger with multiple pinned sections (image courtesy of Bekaert Combustion Technology B.V.); 
(b) A helical steel-tube heat exchanger (image courtesy of Viessmann Group). 

The heat transfer of a bluff body in cross-flow is one of the typical problems in heat transfer. It 

is fundamentally and technically relevant to many applications, which has led to a large number of 

researchers scrutinizing various aspects of this problem [107–109]. Many of these studies focus on 

enhancing steady-state heat transfer, or look at unsteady effects of flow instability due to vortices 

or turbulence. The unsteady behavior of heat transfer when the free stream is unsteady (due to, for 

example, acoustic forcing) has received less attention. Such circumstances are of interest in flow 

diagnostics using hot-wire anemometry [110–112] (where the frequency response of the wire is 

important), thermoacoustic heating/cooling engines (where acoustic energy is converted to 

heating/cooling energy) [113–115] and Rijke tubes [116, 117] (where heating energy is fed into the 

system acoustics and creates resonance). The latter case is of particular importance in the current 

work since the unstable behavior of the system is strongly affected by the dynamic response of 

heat transfer to velocity fluctuations [17].  

Lighthill has derived a theoretical framework to describe the response of laminar skin friction 

and heat transfer to fluctuations in the free-stream velocity [9]. He suggested that the major 

controlling factor in determining the response is the time needed for the thermal and viscous 

boundary layers to adapt to the fluctuations in the free-stream velocity. In case of a tube in 

harmonically fluctuating crossflow, this time lag controls the phase of the TF of the heat exchanger 

(HTF). For low frequencies, Lighthill estimated this time lag as 

0.2
D

U
  , (4-3) 
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where , D and U denote time lag, tube diameter and free-stream velocity respectively. This 

estimation has been widely used to date by many thermoacoustic researchers [117–120]. However, 

the practical need for understanding the unstable heat transfer in industrial systems has motivated 

using more flexible tools, such as measurements or numerical simulations.  

Despite the efforts in performing heat transfer measurements in oscillating flow [121, 122], it is 

still difficult to measure the heat transfer frequency response with good accuracy and in a broad 

range of frequencies. This is why CFD simulations have become very common in studying these 

effects [16, 123, 124] and are also used in the present work. 

In the framework of thermoacoustics, several researchers have investigated the frequency 

response of simplified heat exchangers using either incompressible [125, 126] or compressible [8, 

17, 109] CFD and developed semi-analytical models bases on the obtained data [126]. The 

motivation is that the heat exchanger is also an active thermoacoustic element. Heat exchangers 

are designed to extract almost all the heat generated due to combustion, in order to provide 

maximum possible efficiency. This means that they produce temperature jumps as large as the 

burner. On the other hand, it is well-known that an acoustically forced flow may create a fluctuating 

heat flux on the bodies in the flow [9, 17]. Therefore, the heat exchanger may be an additional 

active acoustic element next to the burner in the acoustic network that needs to be studied both 

separately and in combination with the burner. The former is addressed in this section and the 

latter in Chapter 5. The modeling and analysis is similar to that presented in a joint effort with 

Keele University [126].  

4.2.1 Single-element and multiple-element heat exchangers 

The simplified geometries of the major heat exchanger designs are presented in Figure 4.20. 

First, two single-element heat exchangers with rectangular and circular tubes are considered. Then 

three more heat exchangers with 4, 7 and 10 staggered circular tubes are studied. The heat 

exchanger with multiple circular tubes and the rectangular tube are meant to mimic the effects of 

the two major heat exchanger designs presented in Figure 4.19a and b, respectively.  
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(a) (b) (c) 

Figure 4.20: The simplified geometries of the major heat exchanger designs presented in Figure 4.19. (a) Single-element rectangular-tube 
heat exchanger; (b) Single-element circular-tube heat exchanger; (c) Multiple-element (4, 7, and 10) circular-tube heat exchanger.  

The simulation setup and solution procedure was as explained in section 3.4.1 “CFD simulations 

of transfer functions”. The domain was considered symmetric on both sides and the incoming flow 

had the same characteristics (composition, temperature and bulk velocity) as the post-combustion 

stream. The heat transfer through the heat exchanger walls and inside the water flow was assumed 

to be large enough so that the heat exchanger surface had a constant temperature. This temperature 

was set to 70C, which was obtained from measurements on a similar simplified setup (see further 

at Figure 5.1a). This causes a difference in the efficiency of the heat exchangers, i.e. the outlet 

temperature is not the same for all cases. It was 289, 1124, 412, 116 and 92C for the rectangular, 

1-tube, 4-tube, 7-tube and 10-tube heat exchanger. The HTF was calculated as the response of the 

heat absorption of the heat exchanger (the integral of heat flux on all its surfaces) to a step increase 

in the incoming flow velocity. The results of this calculation are presented in the following section.  

4.2.2 Effects of tube geometry, inlet flow velocity and using multiple tubes 

Figure 4.21 illustrates the HTF for the long rectangular-tube and circular-tube heat exchangers, 

corresponding to Figure 4.20a and b, respectively. Here, the inlet velocity is set to 5.5m/s that 

corresponds to an average post-flame bulk velocity obtained from the burner simulations. It can 

be observed that both the gain and phase delay of the rectangular heat exchanger is larger. This is 

because the thermal boundary layer of the rectangular heat exchanger is much further developed 

compared to that of the single circular tube. These results have also been reported in the literature 

for similar geometries [7, 8, 127].  
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Figure 4.21: Gain and phase of HTF for the single rectangular-tube and circular-tube heat exchanger.  

For the rest of this section, we focus on the circular-tube heat exchanger. Figure 4.22 shows the 

gain and phase of HTF of a single circular-tube heat exchanger for varying inlet flow velocity from 

1 to 6m/s. It is visible that increasing the inlet velocity decreases the slope of phase (time delay), 

which is expected based on Lighthill’s theory (see Equation (4-3)). It occurs because the thicknesses 

of the thermal and viscous boundary layers reduce by increasing free-stream velocity. The phase 

also saturates at high frequencies that is a typical behavior of first-order systems. This saturation 

results in decreasing slope of phase, and thus time delay, with increasing the excitation frequency. 

For the HTF gain however, the changes by changing flow velocity are twofold, i.e. it decreases for 

frequencies below 300Hz, while it increases for frequencies above 300Hz. In addition, the HTF 

gain drops more rapidly with frequency for lower flow velocities. In other words, larger flow 

velocities lead to a less intense low-pass behavior of HTF gain. The reduction of HTF gain in the 

limit of low frequencies is also explainable by looking at the relation between the mean heat transfer 

rate and flow velocity. The Nusselt number changes as a power function of Reynolds number with 

the power value smaller than one, based on the empirical correlation of Hilpert [107]. This means 

that the slope of the changes of heat transfer rate is larger for smaller velocities, resulting in a larger 

heat transfer fluctuation amplitude when the mean flow is smaller. This is identical to larger quasi-

steady HTF gain for smaller flow velocities.  

  
Figure 4.22: the gain and phase of HTF as a functions of frequency for a single circular-tube heat exchanger with varying inlet flow velocity 
from 1 to 6m/s. 

For these cases, it is also comfortable and informative to look at the HTF as a function of 

Strouhal number rather than frequency. For this purpose, the Strouhal number is defined as 
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fD
St

U
 , (4-4) 

where f, D, and U denote the frequency, tube diameter, and bulk inlet flow velocity, respectively. 

The results are plotted in Figure 4.23. Now the gain is monotonically decreasing and going to 

saturation by increasing velocity, but the phase behavior has become twofold. Nevertheless, the 

phase plots are close to each other.  

  
Figure 4.23: Gain and phase of HTF as a function of Strouhal number for a single circular-tube heat exchanger with varying inlet flow 
velocity from 1 to 6m/s. 

The last case involves using multiple staggered round tubes as depicted in Figure 4.20c. Four 

cases with 1, 4, 7, and 10 heat exchanger tubes are considered and the obtained HTFs are plotted 

in Figure 4.24. It can be observed that both the gain and phase of HTF saturate by increasing the 

number of tubes and further increase does not considerably change the HTF behavior. This finding 

can be useful in defining the HTF of large heat exchangers featuring a large number of pins. In 

principle, the HTF of such a heat exchanger is mainly defined by the first few row of pins, where 

most f the heat transfer occurs.   

  
Figure 4.24: The gain and phase of HTF for multiple circular-tube heat exchangers with 1, 4, 7, and 10 staggered tubes.  

The response of the heat exchanger to velocity perturbations is much simpler than that of the 

burner. The gain decays gradually with frequency and no overshoot is observed. The phase also 

increases gradually with frequency, but saturates around /2 at very high frequencies. Nevertheless, 

for relatively large flow velocities, which are expected in the post-combustion region, the slope of 
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the phase is almost constant in the 1kHz frequency range of interest. This makes the n- model an 

ideal method for modelling the thermoacoustic response of the heat exchanger.  

4.3 Conclusions 

The responses of the burner and heat exchanger to velocity perturbations were studied 

considering them as two independent active acoustic elements. Investigating details of flame front 

structure and stabilization conditions revealed that the total heat release response of the burner is 

a result of various parameters acting together and these parameters should be addressed in order 

to provide a good assessment of the burner TF. Evaluating the heat exchanger TF for a few case 

studies that correspond to realistic industrial designs showed a range of gain and phase values that 

can be expected. The heat exchanger TF has generally smaller gain and phase compared to the 

burner, however the decay rate of the gain is slower. TF gain and time delay are the two major 

parameters that are used in evaluating the stability of a system including the burner and heat 

exchanger. The time delay of the heat exchanger is also considerably smaller than that of the burner.  

The question now is how the combination of the burner and heat exchanger reacts to acoustic 

perturbations, and how we can reconstruct the behavior of the complete system using the burner 

and heat exchanger separate responses. These challenges are addressed in the following chapter. 

 



 

 

 

 



 

 

 

 

 

 

 

CHAPTER     5 

5 Thermoacoustic Properties of a Heating Appliance with 
Active Burner and Heat Exchanger 

The thermoacoustic properties of the burner and heat exchanger as separate elements are 

evaluated in Chapter 4. In this chapter, the thermoacoustic properties of a combination of these 

two in a typical heating appliance configuration are investigated. The focus of this investigation is 

to identify and decouple the effects of the burner and heat exchanger on the thermoacoustic 

properties of the complete system. This chapter has been published in Combustion and Flame [125] 

and is a reprint of the published manuscript. Consequently, some overlap may be expected between 

the introductory sections of this chapter and the first three chapters of this thesis. 

5.1 Introduction 

Thermoacoustic instabilities are frequently present in lean (partially) premixed combustion and 

have been studied for more than a century [1, 128, 129]. Such instabilities may occur in various 

systems, such as gas turbines, boilers and other heating systems. Many of combustion appliances 

include not only heat sources (burners) but also heat sinks (heat exchangers). In the combustion 

thermoacoustic research, the common practice is to treat the burner as the solely active 

thermoacoustic element and the other components as passive elements (such as ducts, vessels and 

terminations, including heat exchangers) [4]. One of the crucial prerequisites of this modular 
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method is the possibility to distinguish and separate the “acoustic elements” from each other, and 

accordingly to encapsulate their acoustic behavior as a property of the given element only. This 

paradigm is the basis of the network model approach, where the subsystems are described as linear 

elements with two acoustic inputs and two outputs (two-ports), interrelated via a Transfer Matrix 

(TM) or a Scattering Matrix (SM). The heat release response to acoustic excitation of velocity in an 

active element, like burner, can be naturally described within the concept of the thermoacoustic 

Transfer Function (TF). For acoustically compact elements (where the size of the element is 

negligible compared to the acoustic wavelength), the TM is related to the TF through the heat 

release rate [36, 130]. There are multiple examples in the literature, where this approach has proven 

to be productive in predicting system instabilities and evaluating different measures of passive 

and/or active control [131–134].  

On the system level, the heat exchanger is designed to absorb most of the heat produced by the 

burner and create a reverse temperature jump of the same order of magnitude as the burner. On 

the other hand, it is well known that an acoustically forced flow may create a fluctuating heat flux 

on the bodies in the flow [9, 10]. Therefore, the heat exchanger may potentially be an additional 

active acoustic element next to the burner in the acoustic network. The activity of a heat exchanger 

can be included in the acoustic network analysis. As an example, the authors have demonstrated in 

an earlier publication that in a simple one-dimensional Rijke burner with a flame and heat 

exchanger, the thermoacoustic properties of the heat exchanger can significantly alter the stability 

of the system [6]. However, the aforementioned study has been purely acoustic and considered 

approximated and frequency-independent transfer functions for the burner and heat exchanger, 

neglecting any direct interactions. 

On the other hand, the practical need to reduce the built volume of combustion appliances and 

minimize nitrogen oxides, leads to the desire to locate the heat exchanger very close to the burner. 

The smaller this distance, the more questionable it becomes to consider the burner and the heat 

exchanger as two acoustically independent elements. It is known that in the limit case of impinging 

flames, the intense interaction of a flame with a heat exchanger leads to significant changes of the 

acoustic properties of the flame. Particularly, it was observed that impingement may change the 

noise produced by the flame [11–13]. Similarly, the proximity of a flame to the heat exchanger 

surface can affect the periodic heat transfer between the surface and hot gases. In other words, the 

fluctuations induced by the flame dynamics may alter the acoustic properties of the heat exchanger. 

Consequently, the thermoacoustic properties (e.g. TF and TM) of the combination of the burner 

and heat exchanger may differ drastically from when considered independent. Therefore, one may 

a-priori expect that the mutual interactions between the burner and the heat exchanger may alter 

their individual thermoacoustic properties. Consequently, the direct interactions (hydrodynamic, 

heat transfer and chemical reactions) will impose a range of implications for the acoustic network 

modeling of a combustion system with interacting burner and heat exchanger.  

The practical relevance, fundamental interest and shortage of knowledge about the burner-heat-

exchanger thermoacoustic interactions has stimulated the present work. The ultimate goal of this 

investigation is to elucidate the physical nature of burner-heat-exchanger interactions in respect to 

their thermoacoustic behavior. Particularly, the aim is to answer the following questions: 
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 What are the conditions for considering the combined TF/TM of the burner and heat 
exchanger as the superposition of their individual TF/TMs, and how can this be done 
properly? 

 When do the interactions between them affect the individual TF/TMs, and what is an 
applicable method to reconstruct a combined TF/TM? 

 What are the physical phenomena and governing parameters responsible for these 
interactions? 

To solve the formulated problem and questions, a particular configuration is studied that 

consists of a bed of idealized Bunsen-type wedge shaped (two-dimensional) premixed flames 

anchored on slit perforations in a burner deck, and interacting with a heat exchanger consisting of 

a series of idealized cylindrical tubes placed downstream of the burner (see Figure 5.1). This 

academic configuration is representative for the design of a majority of heating appliances and is 

composed of relatively simple elements which have been intensively studied in the past on 

theoretical, experimental and numerical levels [10, 18–20].  

CFD is chosen as the research tool because there are no convenient and easily measurable 

indicators for the oscillating rate of heat transfer from the hot gases to the heat exchanger (unlike 

the chemiluminescence of chemical radicals for flame heat release). Consequently, within a physical 

experiment, it is feasible to evaluate the effects of the heat exchanger on the acoustic properties of 

the flame, but it is difficult to detect the reciprocal effects of the flame on the heat exchanger. This 

fact motivates the use of the CFD-based analysis within the present work. 

By changing the distance between the burner and heat exchanger, one can alter the intensity of 

the mutual interactions. For large distances, no hydrodynamic interaction is expected. However, as 

the distance decreases the hydrodynamic and thermal fields created by the flame and heat 

exchanger begin to interact. These interactions can be extremely intense and complicated when the 

flame impinges on the heat exchanger surface. Details of the situations that may occur are discussed 

in the following section. 

Ultimately, by studying this simplified configuration, general conclusions are formulated 

regarding the physics of the processes responsible for the interactions, considering the 

thermoacoustic aspects of this problem. The drawn conclusions are generic by nature and can be 

applicable to other configurations as well. 

5.2 Governing phenomena of the interactions between a burner and a 
downstream-placed heat exchanger  

A picture of the constructed burner-heat-exchanger system and a schematic of the simplified 

configuration used as the simulation geometry are illustrated in Figure 5.1. Symmetry has been used 

in order to reduce the size of the computational domain and to model the effects of the neighboring 

flames and heat exchanger tubes. The mixture enters from the inlet at the bottom and the flames 

stabilize on the slit perforations. The combustion products flow towards the heat exchanger tubes 

and leave the domain at the outlet. In addition to the dimensions mentioned in Figure 5.1, other 
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important length scales are flame height (L≈5mm), flame thickness (δ≈0.5mm) and the smallest 

acoustic wavelength (λ≈1370mm), which is calculated for a maximum temperature of 2000K and 

highest relevant frequency of 1000Hz. 

 

 

 

(a) (b) 
Figure 5.1: A picture of the constructed burner-heat-exchanger system (a) and the geometry and dimensions (mm) of the simulation domain, 
the flow direction and typical flame shape (b). 

A priori, for a heating appliance containing a burner and heat exchanger and in presence of 

acoustic perturbations, one can foresee several hypothetical interaction scenarios between the two 

elements. These interactions are mainly governed by the distance between them and are illustrated 

in Figure 5.2. This figure shows the flow streamlines and the flame shape. In the limit case where 

the distance is sufficiently large to smoothen all non-uniformities (thermal, kinetic and fluid 

dynamic), the heat exchanger is exposed to a uniform flow of burned gases with the acoustic 

perturbations on top of the mean flow (see Figure 5.2a). In this case, the subsystems can be treated 

separately from the point of view of either convective fluid dynamics or acoustics. In this case, 

there are no difficulties to define spatial boundaries as inlets and outlets for the burner and the heat 

exchanger as the succeeding element. Usually these boundaries are defined where acoustic waves 

can be considered one-dimensional and planar. It can even be necessary and reasonable to include 

some extra acoustic elements, such as ducts, to model the propagation of acoustic waves between 

the burner and the heat exchanger [8].  

At some level of proximity between the subsystems, either the convective or the acoustic 

perturbations do not smoothen to a negligible level (see Figure 5.2b). In this case, the 

thermoacoustic behavior of the heat exchanger may be affected due to the deviations of the 

incoming fluid field. This is the situation where the properties of the flame are not yet affected by 

the heat exchanger, but the acoustic properties of the heat exchanger are affected by the proximity 

of the flame. In general, the convective and acoustic “near-fields” of the excited flame do not have 

to be spatially the same. Consequently, within this one-way interaction scenario some sub-cases 

can be foreseen based on the intensity of the effects of the burner on the heat exchanger. 
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Furthermore, the existence of an acoustically well-defined interface between the burner and heat 

exchanger is questionable.  

Finally, when the heat exchanger is so close to the burner that the mean flame shape is affected, 

mutual thermoacoustic interactions are expected (see Figure 5.2c). Here, the subsystems may no 

longer be acoustically separated and should be considered as one combined element with common 

inlet and outlet interfaces.   

   
(a) (b) (c) 

Figure 5.2: The flow streamlines and flame shapes for various conditions of interaction between the burner and heat exchanger, i.e. flame 
and heat exchanger unaffected (a), flame unaffected and heat exchanger affected (b) and both flame and heat exchanger affected (c).  

Within the present contribution, the above-described scenarios are studied in the presented 

setup. First, the numerical setup is introduced concisely together with brief information about 

model validation. More details on the model and its validation approach can be found in a previous 

publication [135]. Next, the thermoacoustic properties of the burner and heat exchanger, and their 

combined TFs and TMs are studied as functions of the distance between the burner surface and 

the heat exchanger. This is the core analysis, which is meant to reveal the changes of the interaction 

scenarios. The observed interactions are then analyzed in the discussion section, and in 

conclusions, the generic features of the interactions between the burner and the heat exchanger are 

retrieved based on the obtained results. 

5.3 Numerical setup 

The simulation domain is presented in Figure 5.1b. The inlet boundary is set to constant velocity 

of 0.8m/s, the outlet boundary to atmospheric pressure and the lateral boundaries to symmetric. 

Some studies have suggested using a correction factor for flame expansion effects [54]. However, 

these effects marginally alter the flame TF and do not change the nature of the interactions and the 

conclusions to be drawn. The burner deck and heat exchanger have isothermal boundaries set to 
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793 and 343K, respectively, obtained from corresponding measurements, where the walls are thin 

and the constant temperature assumption is acceptable. Nevertheless, if a more accurate and 

detailed investigation is required, conjugate heat transfer needs to be taken into account.  The grid 

size is 160μm, which is refined to 40 and 20μm around the heat exchanger and flame, respectively, 

in order to resolve the thermal boundary layers and flame thickness properly. 

The flow is assumed laminar and the fluid an incompressible ideal gas, due to low Reynolds and 

Mach numbers. The mixture is methane-air with the equivalence ratio of 0.8 and combustion is 

modeled using the finite rate chemistry for a 2-step reaction mechanism as described in [53]. The 

available Arrhenius rates are modified to match the flame speed and thickness to the available 

experimental data (see the section “5.4 Validation”). The specific heats of all individual species are 

obtained from temperature-dependent polynomials and their viscosities and thermal conductivities 

using kinetic theory. The corresponding properties of the mixture are then available using the 

mixing law. The software package used for this work is ANSYS® Fluent 17.0.  

The transfer function concept is widely used to characterize the thermoacoustic properties of 

active elements driven by acoustic velocity in the linear regime. In the frequency domain, the 

frequency-dependent TF is defined as the ratio of the relative perturbation of heat release or 

absorption, to the relative perturbation of flow velocity,   

 
 

 
,

q f q
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 (5-1) 

where q is the heat release or absorption, u the flow velocity and f the frequency of the perturbation. 

The prime and overbar denote the fluctuating and mean parts of the variables, respectively.  

A purely acoustical concept to characterize the thermoacoustic properties of an element is the 

transfer matrix, in which part of the system is considered as a lumped acoustic element. This 

approach is most suitable to describe longitudinal acoustic waves in the linear regime of oscillations 

[1]. The input vector of acoustic variables can be related to the output vector via the transfer matrix, 
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, (5-2) 

where p and u denote the acoustic pressure and velocity, respectively. It is known that for an 

acoustically compact element in the limit of low Mach numbers, Muu is the only entry that is 

sensitive to the presence of an oscillating heat source or sink [43, 54, 63]. This entry relates the 

acoustic components of the velocity downstream and upstream of an element, where the acoustic 

fields are planar. For the sake of simplicity, the TM22 entry of the transfer matrix (Muu) is referred 

to as TM in this chapter. The relation between TF and TM can be derived from the Rankine-

Hugoniot jump conditions [136] and shows their linear proportionality,   

 1 1TM TF   , (5-3) 

where  is the ratio of downstream to upstream temperatures in Kelvins.  

In order to obtain the burner and heat exchanger TF or TM, transient simulations are performed 

to calculate their responses to a block change in velocity. This is done by imposing a step function 

with 5% increase in the inlet velocity as excitation. The response of the burner and heat exchanger 
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are then calculated using the volume integral of reaction source term and the surface integral of 

heat flux through the heat exchanger wall, respectively. It is particularly checked that the time step 

size (10µs) is small enough to capture the premixed flame dynamics.  It is also checked that the 

perturbations are small enough to prevent nonlinearities and can be regarded as a broadband 

excitation covering a wide range of frequencies. This approach has proven to be efficient and 

representative of obtaining the system response using discrete harmonic excitations [55]. The 

responses of the system and its elements are then calculated both with the transfer function and 

transfer matrix approaches, according to Figure 5.3 and Table 5.1.   

In Figure 5.3, a schematic of the system as a network model is shown, where u and q denote 

velocity and heat release/absorption, respectively. Note that the reference point for calculating TF 

of a specific element is usually chosen at a distance upstream of the element, where the acoustic 

waves can be assumed planar. Consequently, for the burner, the combined effects of the flame and 

flame holder are measured or simulated.  

 
Figure 5.3: A schematic of the network model for the total system showing the excitation and response signals.  

Figure 5.4 shows how the burner heat release and heat exchanger heat absorption change with 

time as the velocity excitation is applied. This data is for a case where the heat exchanger is placed 

far from the burner (see Figure 5.2a). 

 
Figure 5.4: Normalized time signals of the inlet velocity ( ), burner heat release ( ) and heat exchanger heat absorption ( ). 
The normalization is performed with respect to corresponding values before excitation.  

Table 5.1 summarizes the corresponding excitation and response signals used for calculating the 

TF and TM of each element and the combined system. 

Table 5.1: The excitation and response signals for calculating the TF and TM of the elements and total system. 

Parameter Excitation Response  Parameter Excitation Response 

TFburner uin qburner  TMburner uin umid 
TFhex umid qhex  TMhex umid uout 
TFtotal uin qburner - qhex

  TMtotal uin uout 
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5.4 Validation 

The modified reaction parameters are first used in a one-dimensional configuration to find the 

grid size required to capture the flame thickness and laminar flame speed accurately, as well as their 

dependency on the equivalence ratio and unburned temperature. The obtained data are in good 

agreement with the literature [58, 60, 137]. In addition, the validation of the TF of the two-

dimensional stretched flame is performed in comparison with the work of Kornilov et al. [24]. 

They have provided measurement and DNS simulation results of wedge flames stabilized on a 

perforated deck. This work is chosen because the configuration is close to our study and their 

results are confirmed in other independent studies as well [54]. The comparison of the TF gain and 

phase is presented in Figure 5.5. This comparison also provides a double check for the laminar 

flame speed and flame height, since these parameters significantly affect the burner TF [24, 54, 63]. 

The results show that the model is able to reproduce the experimental and numerical data from the 

literature with good agreement. 

  
(a) (b) 

Figure 5.5: The gain (a) and phase (b) of the burner TF for the experiments from [24] ( ), simulations from [24] ( ) and this study 
( ). 

5.5 Results and discussion 

The results are categorized in two parts. First, the case where the heat exchanger is placed far 

downstream of the burner is investigated. Here the sensitivity of the location of the chosen section 

for decoupling the burner and heat exchanger is studied. Afterwards, various situations that occur 

when the physical distance between the flame and heat exchanger decreases are discussed. 

5.5.1 The heat exchanger far downstream of the burner (at Y=50mm) 

As can be noticed in Figure 5.2, the flow accelerates across the flame due to the temperature 

increase. Since the configuration is confined, a velocity profile downstream of the flame is formed 

which is not flat (not constant in x-direction). The required distance from the burner so that this 

velocity profile is flat with a maximum deviation of 1% is defined by Y=0.05.Re.s, where s is the 

pitch between the slits (4mm in Figure 5.1b) and Re is the Reynolds number (based on the velocity 
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downstream of the slits and two times the pitch) [138]. This minimum length is calculated equal to 

30mm (6L) for the geometry and conditions under investigation. This location (Y=30mm) is 20mm 

(>6D) upstream of the heat exchanger tube, which is far enough for the flow not to be affected by 

the contraction between the tubes. Therefore, this location is chosen as a mid-section for splitting 

the system into the burner and heat exchanger subsystems, when they are far from each other. 

Figure 5.6 shows a schematic of the splitting section and related dimensions. 

 
Figure 5.6: Schematic of the split and related dimensions (mm). 

The Helmholtz number is described as He=2l/, where l is the corresponding length and λ is 

the acoustic wavelength [39]. For 30mm length and the smallest acoustic wavelength of =1370mm 

(see section “5.2 Governing phenomena of the interactions between a burner and a downstream-placed heat 

exchanger”), the Helmholtz number is less than 0.14. This shows that the subsystems after splitting 

are still acoustically compact.  

The total TF can be calculated theoretically using the energy balance in the system and it is not 

simply the sum or a weighted sum of the burner and heat exchanger TFs. Assuming linearity of the 

system and using the heat balance we have,  

total burner hex

total burner hex

total burner hex

q q q
q q q

q q q

 
   

   
. (5-4) 

Based on the definition of TF and some algebraic manipulations we can calculate,  

.
mid in

burner hex
total burner hex u u

total total

q q
TF TF TF TF

q q


   
    
   

 (5-5) 

Here 
mid inu uTF   is a velocity-to-velocity transfer function between the inlet velocity and the 

velocity downstream of the flame (upstream of the heat exchanger). It can be related to burner TM 

using the velocity ratio uin/umid. This ratio is equal to 1/ for an incompressible ideal gas. Therefore, 

using Equation (5-3) we have,  
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so that we have, 
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Figure 5.7 illustrates the gain and phase of the TF of the burner, heat exchanger and total system 

using both the CFD results and Equation (5-7). Here, the heat exchanger TF is calculated using 

the velocity fluctuations at the splitting section. The gain of the burner TF has an overshoot at 

300Hz that is due to the coupling of periodic heat transfer to the burner deck with the velocity 

fluctuations [18]. The TF phase change of the burner is much larger than that of the heat exchanger 

and therefore the total system time delay is almost identical to that of the burner. The gain of the 

heat exchanger TF is below unity for all frequencies, i.e. the relative amplitude of fluctuations of 

the heat flux through the heat exchanger is smaller than that of the excitation. This is a usual trend 

in bluff bodies exposed to oscillating cross flow [9, 10]. Since the heat exchanger is a sink of heat, 

this causes the relative amplitude of fluctuations of the total heat of the whole system to be larger 

than that of the excitation, resulting in larger gain for the total TF. This causality can be understood 

by considering harmonic fluctuations with DC and AC components of the signal. In an extreme 

case, in which the gain of the heat exchanger TF is very small, the heat exchanger is still absorbing 

heat as a mean value (DC component), but the fluctuating part (AC component) of the total heat 

is still almost equal to that of the burner, since the heat exchanger absorption has negligible 

fluctuations. Therefore, the ratio of total system heat fluctuations to its mean is always larger than 

that of the burner. This can also be understood using the data presented in Figure 5.4. If the 5% 

increase in the excitation signal had led to 5% increase in burner heat release and 5% increase in 

heat exchanger heat absorption, then the total system heat would have also increased by 5%. 

However, the heat exchanger absorption has only increased by 2%, which means that the total heat 

of the system (burner minus heat exchanger) has increased more than 5%. This causes a gain of 

the total TF to be larger than one. Note that this behavior may change depending on the 

constructive or destructive behaviors due to the changes of TF phase for various frequencies. 

  
(a) (b) 

Figure 5.7: The gain (a) and phase (b) of the TF of the total system via CFD ( ), via Equation (5-7) ( ), burner ( ) and heat 
exchanger ( ) when it is placed at Y=50mm. 
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Figure 5.8 shows the gain and phase of TM for the burner, heat exchanger and total system. 

Since TM is relating the velocities upstream and downstream of an element (dilatation rate), its gain 

is larger than one if the temperature increases (expansion) and smaller than one if it decreases 

(contraction). This is clearly visible in Figure 5.8. The TM and TF are related via Equation (5-3) 

and depending on the values of TF and , TM may fluctuate with frequency. This can be seen in 

the form of fluctuations in the gain of TM in Figure 5.8. These fluctuations are also physically 

important since they illustrate that the information obtained directly from the TF does not suffice 

for judging the system dilation rate, which is important when the system is exhibiting Helmholtz 

oscillations. While the dilatation rate is around six (the steady-state value due to the temperature 

jump) at 400Hz, it reduces to one (transparent element) slightly above 600Hz. The phase of TM 

of the total system follows that of the flame for the same reason mentioned for TFs (see the 

explanation of Figure 5.7). 

  
(a) (b) 

Figure 5.8: The gain (a) and phase (b) of the TM of the total system ( ), burner ( ) and heat exchanger ( ) when it is placed 
at Y=50mm. 

5.5.2 Varying the location of the splitting section  

The calculations for the case with the heat exchanger far downstream of the burner are 

straightforward, however they become more complicated when the heat exchanger is placed closer 

to the burner. A first step towards bringing the heat exchanger closer to the burner is to keep the 

heat exchanger location fixed, but vary the location of the splitting section. In order to study the 

response of the heat exchanger under these conditions, the splitting section is moved from its 

previous position (Y=6L=10D=30mm) to further upstream (Y=1.4L=2.33D=7mm) and 

downstream (Y=9.2L=15.67D=47mm) and its response is investigated. The flame height is L=5mm 

and the heat exchanger diameter is D=3mm and is placed at Y=50mm, therefore, Y=7 and 47mm 

correspond to 2mm downstream of the flame tip and 1.5mm upstream of the heat exchanger surface, 

respectively. This is the closest possible to the flame tip and heat exchanger surface, without 

interfering with the temperature boundary layers.  

In Figure 5.9, the changes of velocity magnitude with time at these sections are shown. At each 

section, the transient velocity magnitude is plotted at the point where X=0mm (the left symmetry 

line) in dashed lines, at X=2mm (the right symmetry line) in dotted lines, and the average velocity 
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on the section in solid lines. The two points in x-direction are shown on the splitting section in 

Figure 5.6 and the values are normalized to their corresponding initial values before the 5% step 

excitation. At each section, if the velocity profile preserves its shape with time (stays self-similar), 

the normalized velocity at all the points in x-direction will plot on each other in Figure 5.9. This is 

the case for Y=30 and 47mm, however for Y=7mm there is a variation, which is explained later. 

Despite this variation, the average value on the splitting section (solid lines in Figure 5.9,) has 

almost identical transient behavior for all the sections. This means that the x-averaged value at any 

of these sections (even the ones extremely close to the flame tip or heat exchanger surface) or any 

other section between them may be used for splitting the system into the burner and heat exchanger 

sub elements.  

   
(a) (b) (c) 

Figure 5.9: Time history of normalized velocity magnitudes at Y=7mm (a), Y=30mm (b) and Y=47mm (c); X=0mm ( ), X=2mm 
( ) and average on the splitting section ( ); the heat exchanger is placed at Y=50mm. 

Figure 5.10 better illustrates the self-similarity of velocity profiles with time. The non-

normalized velocity magnitudes along the x-direction are plotted for the first time step (just before 

applying the excitation) in dashed lines, for the last time step in solid lines and for 800 intermediate 

time steps (8ms) in semi-transparent gray lines, forming the gray shaded area. For Y=7 (Figure 

5.10a) and 47mm (Figure 5.10c), it can be observed that the non-uniform velocity profiles are 

induced by the flow acceleration through the flame and contraction between the heat exchanger 

tubes, while the velocity profile at Y=30mm remains flat. The velocity profiles at Y=30 and 47mm 

stay self-similar with time, however, at Y=7mm the expansion caused by the flame grows in x-

direction, i.e. the increase in velocity is smallest at X=0mm and largest at X=2mm (see Figure 5.10a). 

This was previously seen in Figure 5.9a as the difference between the dashed and dotted lines, and 

is because the flow expansion through the flame front is weaker at the flame tip (X=0mm).  

   
(a) (b) (c) 

Figure 5.10: Velocity magnitude profiles at Y=7mm (a), Y=30mm (b) and Y=47mm (c); the first time step ( ), last time step (
) and 800 intermediate time steps (gray shaded lines). 
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The gain and phase of the heat exchanger TF using the x-averaged velocities at the three sections 

are plotted in Figure 5.11. The markers show the results for the “NoFlame” case, i.e. the case where 

no flame is simulated and the heat exchanger is only exposed to a fluctuating flow with post-

combustion properties (mean velocity, composition and temperature). It is evident that choosing 

different heights for calculating the heat exchanger transfer function leads to almost the same 

results, which are all in acceptable agreement with the NoFlame case. The observed fluctuations in 

the gain and phase are because in the NoFlame case, the excitation signal is a perfect step function, 

while for the other cases the measured velocity at the sections are used as excitation and this 

measured velocity is not a perfect step. This poses an imperfect excitation signal that may lead to 

numerical errors. In fact if a step function is not possible as excitation (for example in 

measurements), a separate study needs to be performed to find a proper excitation signal. Details 

of creating such signals can be found in the literature [139]. These results prove that the discussed 

decoupling method is valid even when the heat exchanger is exposed to a non-flat velocity profile.  

  
(a) (b) 

Figure 5.11: The gain (a) and phase (b) of the heat exchanger TF when it is placed at Y=50mm with respect to x-averaged velocity at 
Y=7 ( ), 30 ( ) and 47mm ( ), and the NoFlame case ( ). 

5.5.3 Varying the distance between the burner and the heat exchanger 

Decreasing the distance between the burner and heat exchanger initially exposes the heat 

exchanger to a non-flat velocity profile, then a non-flat temperature and/or concentration profile, 

and finally flame quenching and different impingement regimes occur. In order to find the physical 

limits of the validity of the described method, multiple simulations are performed with the heat 

exchanger at Y=50, 25, 10, 8, 7 and 6mm, which correspond to 10L, 5L, 2L, 1.4L and 1.2L. The 

network model approach is then taken and the time signals and Equation (5-3) are used to obtain 

the TF and TM for the burner, heat exchanger and total system. In Figure 5.12, some of the cases 

(Y=10, 8, 7 and 6mm) are shown as pairs of 2D plots of reaction heat (left side) and temperature 

(right side). Merging of the temperature fields of the flame and heat exchanger is visible for all 

except Y=10mm, and flame quenching and impingement occur for Y=7 and 6mm. It is important 

to note that depending on the mixing and/or diffusivity of velocity, concentration and temperature, 

the heat exchanger may first be exposed to a non-flat profile associated to any of them. However, 

in lean premixed combustion, where thermoacoustic instabilities are important, the time scales of 
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viscous dissipation is much larger than thermal and species diffusion and mixing. Therefore, the 

focus of the analysis is on the velocity profiles.  

 
Figure 5.12: Contours of reaction heat (W) (left sides) and temperature (K) (right sides) for the cases with the heat exchanger at Y=10, 8, 
7 and 6mm. 

The gain and phase of the burner TF for different distances between the burner and the heat 

exchanger are plotted in Figure 5.13. As observed in section “5.5.2 Varying the location of the splitting 

section”, the burner TF in the non-impinging cases does not significantly change as the distance 

decreases. The reduction in the overshoot of the gain is due to carbon monoxide formation around 

the heat exchanger and the fact that all reaction source terms are integrated in the whole domain. 

Therefore, the carbon monoxide to carbon dioxide conversion is also included and slightly alters 

the integrated reaction source term. These differences were completely removed for an adiabatic 

heat exchanger. For Y=7mm, the flame stretches due to the flow distortion around the tube (see 

Figure 5.12), causing a longer flame front and a larger phase. However, for Y=6mm the flame front 

moves towards the high velocity region between the adjacent tubes. The higher velocity decreases 

the convective traveling time of perturbations along the flame front and results in a slightly smaller 

phase compared to when Y=7mm.  

  
(a) (b) 

Figure 5.13: The gain (a) and phase (b) of the burner TF when the heat exchanger is at Y=50 ( ), 25 ( ), 10 ( ), 8 (
), 7 ( ) and 6mm ( ). 

In general, changing the distance between the burner and heat exchanger marginally changes 

the flame TF. However, for the impinging cases, the heat exchanger is additionally exposed to 

unburned mixture. This results in a different behavior, like a different phase shift of the heat 

exchanger TF. Therefore, it is crucial to investigate the response of the heat exchanger and total 

system as well.  
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Figure 5.14 shows the gain and phase of the heat exchanger TF when its excitation (umid) is 

calculated using the burner TM in Equation (5-3) and the inlet velocity (uin). For all non-impinging 

cases (Y=50, 25, 10 and 8mm), the heat exchanger TF is close to that of the NoFlame case (see 

Figure 5.11). For the impinging cases (Y=7 and 6mm) however, a physical middle section between 

the burner and heat exchanger does not exist and umid in these cases is associated to a ‘virtual’ point. 

The extremely large gains for the impinging cases are therefore an artifact of calculating using this 

virtual point. In these cases, the heat exchanger is exposed to two streams of hot (burned) and cold 

(unburned) flow (see the white and black colors of the temperature contours in Figure 5.12). As 

the velocity increases, the tube is further exposed to the cold stream and its total heat flux decreases. 

This reflects in a phase shift of the order of π in the phase of the heat exchanger TF (see Figure 

5.14b).   

  
(a) (b) 

Figure 5.14: The gain (a) and phase (b) of the heat exchanger TF when it is placed at Y=50 ( ), 25 ( ), 10 ( ), 8 (
), 7 ( ) and 6mm ( ), and its excitation (umid) is calculated using the burner TM in Equation (5-3) and the inlet velocity (uin).  

For all the investigated cases, the mean heat flux at every point on the circumference of the heat 

exchanger tube is negative, i.e. in the absence of fluctuations, the heat exchanger is constantly 

absorbing heat from the system. However, for the impinging cases this sink is acting with a phase 

shift of  (see Figure 5.14b) and may have adverse effects. These effects should reflect in the 

dilatation rate and therefore the TM of the total system. The gain and phase of the total TM are 

plotted in Figure 5.15. The baseline is considered for the case without a heat exchanger (NoHex) 

and is marked by symbols. As intuitively expected, adding a heat exchanger far downstream 

introduces an opposite temperature jump and decreases the gain of the total TM compared to the 

NoHex case. For the impinging cases on the other hand, the gain of the TM is larger than that of 

the NoHex case. This is a result of the counter-phase behavior of the heat exchanger, i.e. although 

the total temperature ratio in Equation (5-3) is smaller compared to the NoHex case, the gain of 

the total system TF is larger (see Figure 5.7a), resulting in a larger TM and therefore larger dilatation 

rate.  
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(a) (b) 

Figure 5.15: The gain (a) and phase (b) of the total TM in the NoHex case ( ) and when the heat exchanger is placed at Y=50 (
), 25 ( ), 10 ( ), 8 ( ), 7 ( ) and 6mm ( ). 

Here a heat exchanger with only one tube row is considered and the results indicate that the 

phase of the heat exchanger has a negligible value compared to the burner. However, in other 

configurations such as multiple rows of heat exchanger tubes and the presence of von Kármán 

vortices, the heat exchanger may acquire larger phase values and adversely affect the instability of 

the system, even when placed far away from the burner [6]. In addition, the methods and processes 

discussed in this work are applicable to any other configuration of burners and heat exchangers. 

The general conclusions to be used for this purpose are formulated in the following section.  

5.6 Conclusions 

A method is introduced for predicting the thermoacoustic response of a simplified heating 

appliance using the behavior of its major constituting elements, i.e. the burner and the heat 

exchanger. To fulfill this purpose, the network model approach is used to decouple the effects of 

the elements, considering details of velocity profiles. The results of the conducted research allow 

formulating the following conclusions:  

 For a wide range of conditions, the TF/TM of the combination of the burner and heat 
exchanger can be represented as a superposition of their independently measured or 
modeled TF/TMs. A mathematical approach that allows the proper superposition of the 
individual TF/TMs into a combined TF/TM is proposed and validated.  

 In the case of large distance between the burner and heat exchanger, the interactions are 
purely acoustic by nature and can be described within, e.g. the acoustic network model 
approach. The corresponding composition method provides good predictions for all 
distances between the burner and heat exchanger that are larger than the flame height. It 
shows that a flat velocity profile, that promotes planar acoustic waves, is not a necessity for 
decoupling the system using this method.  

 For distances comparable to flame length, the method requires registering average 
velocities on a physical plane between the flame tip and the heat exchanger surface. This is 
possible for all distances longer than the flame length if there are negligible intrusions in 
temperature and/or species concentration profiles. If not, the interaction intensifies and 
causes the phenomenon of flame impingement.  
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 In general, in all cases without flame impingement, one can treat the burner and the heat 
exchanger as two acoustic elements acting opposite each other, i.e. the oscillations of 
dilatation rate introduced by the burner are reduced due to the presence of the heat 
exchanger.  

 When the distance between the burner and heat exchanger is so small that flame 
impingement occurs, modifications of both the flame shape, temperature and the profile 
of flow approaching the heat exchanger take place. In this case, the combination of the 
burner plus heat exchanger has to be considered as one coupled thermoacoustic element. 
Furthermore, the response of the coupled system in these cases changes drastically due to 
the heat exchanger acting as a counter-phase sink and increasing the cumulative oscillations 
of dilatation rate. 

This investigation also implies that a correct modeling of the thermoacoustic response of a 

heating appliance requires including the effects of both the burner and the heat exchanger as active 

acoustic elements, especially when flame impingement occurs. A heat exchanger placed relatively 

far downstream of the burner results in a decrease in the gain of the combined TM, that may help 

abate possible instabilities. On the contrary, if flame impingement occurs the effects of the heat 

exchanger may enhance these instabilities. 

 



 

 

 

 



 

 

 

 

 

 

 

CHAPTER     6 

6 Stability Analysis of Simplified and Realistic Heating 
Appliances 

In this chapter, the obtained data about the thermoacoustic behavior of the burner and heat 

exchanger are combined using the lumped and distributed methods in order to construct an 

acoustic model of the heating appliances. The stability of this model is then analyzed for various 

configurations of burners and heat exchangers with varying thermoacoustic properties. In section 

6.1 “Intrinsic thermoacoustic modes and their interplay with acoustic modes in a Rijke burner”, the results of a 

simplified Rijke burner model without any heat exchanger are presented and a large parametric 

study is performed using a network model and the lumped method in order to create a holistic 

picture of the system stability. In this section, special focus is given to the intrinsic thermoacoustic 

modes since the physics of pure acoustic modes in a Rijke burner are well-known. Then, the effects 

of including various configurations of the heat exchanger to the system is analyzed using a 

Helmholtz solver and distributed method in section 6.2 “A Rijke tube model with various heating and 

cooling elements”. Sections 6.1 and 6.2 have been published in International Journal of Spray and 

Combustion Dynamics [27] and Proceedings of the European Combustion Meeting [6], respectively. These 

sections are reprints of the published articles and consequently, some overlap may be expected 

between the introductory sections of this chapter and the first three chapters of this thesis.  
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6.1 Intrinsic thermoacoustic modes and their interplay with acoustic 
modes in a Rijke burner 

Thermoacoustic instabilities constitute a major branch of combustion instabilities that are 

undesirable for combustion systems designed to work steadily. Such instabilities are a result of 

strong coupling between the system acoustics and fluctuating heat generation. The acoustic 

fluctuations modulate the heat release and this in turn produces acoustic waves. A 

thermoacoustically unstable system may exhibit pressure fluctuations with an amplitude in the 

order of audible sound (in e.g. heating appliances) up to operating pressure levels (in e.g. rocket 

engines). These pressure fluctuations limit the operating range of the system or even cause 

structural damage and thus should be avoided or controlled.  

The common practice in studying thermoacoustic instabilities is to first identify the coupling 

between the active elements (such as burners and heaters) and the acoustic field. Then it is possible 

to calculate the complex eigenfrequencies of the system including the active and passive elements 

(such as ducts, area changes and terminations). This approach is used in the framework of the so-

called network models and numerical Helmholtz solvers. In traditional thermoacoustics, it is 

understood that for a system to be thermoacoustically unstable, a coupling should exist between 

the active elements and the acoustic reflections from the rest of the system. However, it was 

established recently that a combustor may be unstable even in the absence of any acoustical 

reflections upstream or downstream of the burner. In practice, such conditions have been observed 

as instabilities that do not respond adequately to the changes in upstream and/or downstream 

acoustic properties[1]. This type of instabilities is thought to originate from an inherent coupling 

within the burner itself and are called Intrinsic Thermoacoustic (ITA) instabilities.  

The modes of the coupled acoustic-flame system tend to be associated either to an “acoustic 

mode” or to an “ITA mode”, with the acoustic modes being associated to cavity acoustic 

oscillations and the ITA modes being associated to the inherent coupling of the burner. In addition, 

the system modes can be evaluated in two limit cases that help investigating their properties. The 

first case is when all elements in the system are considered thermoacoustically passive, and the 

obtained modes are called “pure acoustic modes”. The other case is when the system boundaries 

or the boundaries at the interfaces of a selected element are considered non-reflecting, and the 

obtained modes are called “pure ITA modes”.  

Bomberg et al.[133] have shown that when the flame scattering matrix is represented with 

respect to causality, a pole of the transfer matrix can be found at a specific frequency. The gains of 

the scattering matrix elements are maximum at this frequency, showing that some kind of 

resonance is expected. They used experimentally measured transfer functions (TF) of a stable and 

an unstable burner to demonstrate the difference in the thermal and acoustic responses of the 

flames. They identified the ITA feedback loop through the acoustics-flow-flame-acoustics coupling 

and were able to relate the experimentally observed instability to the intrinsic thermoacoustic 

instability. Hoeijmakers et al.[140] theoretically showed that the transfer matrix poles correspond 

to the frequencies at which the phase of the flame/burner transfer function crosses odd multiples 

of . This means that, theoretically, any active acoustic element that has a transfer function phase 
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of at least , has at least one ITA mode. They also performed measurements with nearly anechoic 

conditions upstream of the burner and showed that the trends of the observed instabilities are as 

can be expected from tracking the poles of the transfer matrix. Therefore, they concluded that the 

observed instability was an ITA mode. These two studies initiated a series of additional studies on 

the intrinsic thermoacoustic instabilities in the past few years.  Emmert et al.[141] used a simplified 

network model, and Courtine et al.[142] and Silva et al.[100] used DNS to confirm and capture 

intrinsic thermoacoustic instabilities in confined laminar premixed Bunsen flames.  

The initial investigations on ITA instabilities have created the motivation and momentum for 

the community to investigate ITA instabilities in more detail. Consequently, recent studies have 

focused on studying their behavior. Hoeijmakers et al.[143] have numerically shown that in practice 

a mode of the coupled acoustic-flame system (where reflections are not perfect) could be a 

combination of pure acoustic and ITA modes. In addition, Silva et al.[144] recently reported 

measurements showing acoustic modes and ITA modes occurring simultaneously in a swirl 

combustor. In order to make adequate mitigating choices it is very important to identify if an 

unstable mode is acoustic or ITA. In a recent study, Emmert et al.[26] used experimentally 

measured values of flame transfer function within a network model and introduced a matrix 

transformation method that allowed them to decouple acoustic and ITA modes from full system 

modes. By performing a sweep on a defined coupling parameter, they observed that some system 

modes originate from pure acoustic and others from pure ITA modes. Their procedure identifies 

the ITA modes, but the coupling parameter does not have a physical representation and reducing 

it to values below unity is unphysical. Albayrak et al.[145] have very recently introduced a 

convective scaling for ITA modes of a premixed swirl combustor. They have shown that the 

including flow inertia affects the frequencies of ITA modes and the frequencies found using the 

modified approach better match with the experimentally observed unstable frequencies. These 

effects are significant in burners with large flow inertia, thus area change. Their new criterion helps 

in associating the peaks observed in the sound pressure level spectra to either ITA or acoustic 

modes.  

In a general scheme, the peculiarity of the problem we consider is that an element with internal 

feedback is placed inside a system with external feedback, and then some interplay between these 

two feedback loops may be expected. This situation is generic and may be encountered in different 

branches of science. One physically close situation was studied in another branch of acoustic 

research, which also may be interpreted in terms of intrinsic and external feedback interplay. The 

example is the edge-tone configuration, which consists of a planar jet from a thin slit that interacts 

with a thin sharp edge placed parallel to the slit further downstream. The jet oscillations observed 

in this configuration are essentially a hydrodynamic instability[146]. Moreover, it is well known that 

acoustical feedback from surroundings influences the oscillation frequency and amplitude. Some 

experiments have shown that the oscillation frequency of an edge-tone placed above a table was 

affected by the reflection of acoustic waves from the table[146]. It was also observed that 

surrounding geometries affect the unstable frequency of the system. When the system is placed in 

the opening of a pipe, the edge-tone becomes an organ pipe and forms strong acoustical feedback. 

In such configurations, the edge-tone is not dominant, however it plays a significant role in the 
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transients of the flue instruments[147, 148]. Additionally, Castellengo[149] has shown that the 

edge-tone modes depend strongly on the geometry of the mouth of the instrument. While for a 

recorder (where the jet length W is typically four times the jet thickness h) only one edge-tone mode 

is active, for typical organ pipes (where W/h can be as large as 12 or 20) many edge-tone modes 

are observed. Therefore the attack transient of an organ-pipe is often much more complex than 

that of a recorder. 

Most of the research on ITA instabilities has been focused on establishing a fundamental base 

for confirming the existence and importance of intrinsic thermoacoustic instabilities. In addition, 

using available experimental data to confirm the findings has narrowed the window of investigation 

to specific case studies. However, a broader picture of ITA and acoustic modes in a system is 

required in order to unveil more of the independent and coupled behavior of these modes. In 

addition, it is not always obvious whether a given mode is acoustic or ITA, and whether any 

interplay exists between these modes.  

This work aims to address these issues by identifying ITA modes using multiple parametric 

sweeps. A Rijke burner (a combustor with a flame and temperature change, but no area change) is 

investigated using a linear acoustic network model. All the system modes with frequency below the 

cut-on frequency for non-planar acoustic waves are studied. This frequency range is usually below 

1kHz which is the range of focus for most thermoacoustic instability studies. The system is 

examined for a range of values of flame time delays, temperature ratios and reflection coefficients. 

Therefore, this work provides a parametric study that governs a wide range of parameters, however 

not every combination of parameters is likely to have some corresponding realistic configuration. 

Nevertheless, these parameters and their corresponding values are chosen based on (but not limited 

to) the realistic conditions where thermoacoustic instabilities may occur.  

The time delay and temperature ratio are directly related to the combustion properties of the 

burner. A leaner flame results in larger time delays and smaller temperature ratios. In addition, the 

use of non-conventional fuels can also result in various combinations of flame time delays and 

temperature ratios[6]. Moreover, a constant temperature ratio and varying time delay can mimic 

the cold start for perforated premixed burners, since the stabilization temperature has a large 

impact on the flame time delay[1]. On the other hand, the actual acoustic conditions at the 

boundaries are not ideal, due to the presence of other parts, and the reflection coefficients can vary. 

In addition, changing the downstream temperature is meant to reveal the effects of the shift in 

resonance frequencies and reducing the reflection coefficients towards zero to include the limits of 

anechoic environment. Therefore, the four mentioned parameters are chosen for the parametric 

studies. 

The results show complicated, yet interesting, interplays between the acoustic and ITA modes 

in the system. They reveal how an acoustic mode is affected by a pure ITA mode and how these 

effects create large growth rates in multiple system modes. The movie submitted as supplementary 

material very well visualizes these effects and interplays. This investigation draws a larger picture 

of intrinsic thermoacoustic instabilities and demonstrates that such parametric investigations on 

multiple system modes are crucial to obtaining correct predictions and interpretations of the 

instabilities in the system.   
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6.1.1 Theory of intrinsic thermoacoustic instabilities 

The approach in this chapter follows the one described in the work of Emmert et al.[64]. The 

pressure fluctuations (p) and velocity fluctuations (u) together with the Riemann invariants f and 

g, are used to describe the propagation of acoustic waves. The upstream (u) and downstream (d) 

waves for the flame are illustrated in Figure 6.1, where u=f-g and p/c=f+g. 

 
Figure 6.1:  The upstream (u) and downstream (d) waves for the flame. 

For an acoustically compact flame (when its length is negligible compared to acoustic 

wavelength) the Rankine-Hugoniot jump conditions[150] can be applied and the scattering matrix 

can be obtained. In low Mach number flows the upstream and downstream pressure and velocity 

perturbations are related as 
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(6-1) 

where TF is a velocity-sensitive transfer function as q/q=TF(u/u) to describe the relation between 

velocity fluctuations (u) and heat release fluctuations (q). =(Td/Tu)-1 denotes the dimensionless 

temperature ratio and =(ucu)/(dcd) denotes the ratio of specific impedances. These two ratios can 

be related based on some assumptions. Since thermoacoustic instabilities usually occur in lean 

combustion of light hydrocarbons, such as methane, the number of moles remains almost constant 

in the reactions, so the average molecular weight does not considerably change. If the mixture is 

also assumed a perfect gas then =2-1 [6, 133].  

The feedback loop is well described by Bomberg et al.[133] and Albayrak et al.[145] and shows 

that the intrinsic feedback does not involve the acoustic reflections at the combustor inlet and/or 

outlet. It is illustrated in Figure 6.2 with red colors showing that the upstream travelling wave (c2) 

generated by flame heat release, influences the velocity fluctuations upstream of the burner.  

 
Figure 6.2: The internal intrinsic feedback loop in a combustor. R and T denote the reflection and transmission coefficients upstream and 
downstream of the burner (recreated from Albayrak et al.[145]). 
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Respecting causality in defining the input and output waves leads to the scattering matrix as 

d u

u d

f f
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g g

   
   

   
 

(6-2) 

and using straightforward linear algebra we can obtain,  
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(6-3) 

The poles of the scattering matrix are obtained when the denominator in Equation (6-3) equals 

zero, i.e. when TF(-1)=-1. These poles correspond to the pure ITA modes of the system[133, 143]. 

Since  is real, this is only satisfied when TF is also real. Therefore, the TF phase  of pure ITA 

frequencies should equal odd multiples of  and gain is 1/(-1).  

In order to close the coupling between the heat release and velocity fluctuations, the n- model 

is used. This model is a “velocity-coupled” flame response model and assumes that the unsteady 

heat release is proportional to the unsteady flow velocity, multiplied by the interaction index n, and 

delayed in time by the time delay τ [22]. Therefore we have, TF=nei. The value of the time delay 

determines the change of TF phase with frequency. It is important to note that n shows the ratio 

of the magnitude of the “fluctuations” of the heat release to velocity, while  shows the “mean” 

change of temperature, and thus, velocity. An acoustically passive flame has a zero n, but can have 

a nonzero . More detailed discussion of the role and definition of the passive/active properties 

of the elements of a network in application to the thermoacoustic instability analysis can be found 

in the work of Kornilov et al.[134]. 

If the time delay is assumed frequency-independent, the following expression can be realized 

for the pure ITA mode of order m  

 2 1 2 1
2 , 1, 2, ...

2

m

m m

m m
f f m

 


  

 
      

(6-4) 

where fm and m are the frequency and TF phase, respectively. Defining the Strouhal number as the 

non-dimensional frequency we have 

0.5, 1, 2, ...
m

St f m m     
(6-5) 

The next section contains the description of the Rijke burner setup and its corresponding 

acoustic network model, which is chosen to investigate the behavior of the acoustic and ITA 

modes.  

6.1.2 The Rijke burner and its equivalent acoustic network model 

An illustration of the Rijke burner showing the dimensions, location of the flame, upstream and 

downstream temperatures, and assumed flow direction is presented in Figure 6.3. In this study, the 

flow is not modeled since its Mach number is small and its acoustic effects are negligible. In 

addition, the flame is compact and its thickness is negligible in comparison with the tube length. 
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Figure 6.3: The Rijke burner model showing the combustor length L, diameter D, flame location X, upstream temperature Tu, downstream 
temperature Td and assumed flow direction. 

Figure 6.4 contains the equivalent acoustic network model of the Rijke burner. Here the only 

active element is the flame and the rest of the system are passive elements (ducts and terminations). 

 
Figure 6.4: The equivalent acoustic network model of the Rijke burner. 

The dimensions and values used in the current investigation are summarized as, L=1m, 

X=0.25m, Tu=300K, Td[450:150:1800]K, [0.5:0.5:5], n=1, [0:0.1:5]ms and R[-1:0.2:0]. The 

tube diameter D needs to be small enough (in comparison with a cut-off diameter of the lowest 

frequency of propagation of transversal modes) to limit the system to only one-dimensional 

propagation of longitudinal acoustic waves. The fluid is considered air with temperature-dependent 

density and speed of sound. The flame time delay  covers a large range of values encountered in 

academic cases, such as heated wires and laboratory Bunsen flames, as well as practical combustion 

systems, such as gas turbines and heating appliances. The dimensionless temperature ratio  is 

calculated as =(Td/Tu)-1. Finally, the reflection coefficients at the upstream and downstream ends 

are varied from -1 (fully reflecting open end) to 0 (non-reflecting), and are assumed equal, real and 

frequency-independent.  

The constructed model is solved using taX[64], a state-space network modelling tool developed 

by Technical University of Munich. This network model is a low order simulation tool for the 

propagation of acoustic waves in acoustic network systems and is able to determine the stability, 

mode shapes, frequency responses, scattering matrices and stability potentiality of the acoustic 

networks of arbitrary topology. The parametric studies create 3060 cases, for which all the system 

modes within the frequency range of interest are investigated. This broad investigation is expected 

to reveal details of the behavior of the acoustic and ITA modes as well as their possible interplays. 

In the following sections, the results are presented predominantly in the form of pole-zero plots 

showing the eigenfrequencies and the corresponding growth rates of the system modes. 

6.1.3 Results and discussion 

The figures presented in this section show all the system modes in the frequency window of 

interest. The complete sweep on time delay is performed with steps of 0.1ms. However, the data is 

presented only for a few selected values, i.e. with steps of 0.5ms. For the complete version and 

better impression of the trends, the reader is encouraged to see the video file submitted as 

supplementary material, because the high-resolution animation shows the “motion” of the modes. 

Each frame of the animation is the showing the data for a specific time delay. Therefore, using the 
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Strouhal number would mean to multiply the frequency data by the value of time delay in every 

frame. In addition, the Strouhal number changes as the time delay increases and this makes 

interpretation of the graphs more complicated. This is why the data is presented in terms of 

absolute frequency for this set of graphs. The center of each circle shows the frequency and growth 

rate of a system mode, and the radius scales with respect to the temperature ratio. The colors show 

the change in the reflection coefficients according to the included color map. Therefore, the black 

circles represent the pure ITA modes of the system. In the next two subsections, the results are 

split in groups of small (<1ms) and large (1ms) time delays. The reference for this categorization 

is the practical range encountered in academic and industrial burners. Since the time delay is related 

to the convective time of perturbations in the flame, small flames usually have smaller time delays 

than large ones. The time delay of small laminar premixed perforated burners are usually below 

2ms, but for large turbulent swirl flames in gas turbines, it can be as large as 7ms.   

6.1.3.1 Small time delays (0≤<1ms) 

The data for =0, 0.5 and 0.8ms are presented in Figure 6.5. When =0ms (Figure 6.5a), no 

instability is expected and all system modes are stable, i.e. the growth rate is negative. Here, 

decreasing the reflection coefficients (increasing acoustic losses) only further stabilizes the system 

modes. This is the well-known behavior of acoustic modes. In addition, it is easy to distinguish the 

first, second and third modes of the system around the frequencies of 250, 550 and 900Hz, 

respectively, along with the fourth mode for the cases with small temperature ratios around the 

same frequencies as the third mode (the sweep on the temperature ratio causes overlaps in the 

frequency ranges of some modes). By increasing  from 0 to 0.5ms, the first and third mode start 

to destabilize, while the second mode further stabilizes. This result is expected based on the 

location of the flame and has been observed experimentally as well[151]. However, as  approaches 

0.5ms (see the supplementary video file), the growth rate of the third mode increases to one order 

of magnitude larger than that of the first mode. When =0.5ms, the first pure ITA mode enters the 

window of investigation and it is revealed that the third mode is significantly affected by the 

proximity of this pure ITA mode. Therefore, the third mode which was an acoustic mode for 

smaller values of  is now an ITA mode. Therefore, the system now has two acoustic and one ITA 

modes in the investigated frequency range. By slightly increasing the time delay to =0.8ms (Figure 

6.5c), a new acoustic mode enters the window of investigation following the first pure ITA mode, 

so that the system always has its three acoustic modes. This reconfirms the conclusions of Emmert 

et al.[26] about the total number of system modes being equal to the summation of acoustic and 

pure ITA modes.  

In addition, decreasing reflection coefficients when =0.5ms, makes the first and second mode 

more stable, while the third mode converges to the first pure ITA mode, which is unstable for >3. 

In practice, this means that in a Rijke burner that has a flame with a small time delay, increasing 

the mean heat release (by using higher powers, for example) can shift the instability from the first 

to the third mode. This depends also on the damping of these modes and the frequency 

dependence of the reflection coefficient, which in turn increases with combustor diameter. 
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Nevertheless, similar effects have been observed experimentally before, but are not taken into 

account in this study.  

  
(a) (b) 

 
(c) 

Figure 6.5:.The eigenfrequencies and growth rates of all system modes when =0 (a), 0.5 (b) and 0.8ms (c), [0.5:0.5:5] (scaled by 

marker size) and R[-1:0.2:0] (scaled by color). 

In order to take a closer look at the “convergence” of system modes to pure ITA modes, a finer 

sweep is performed on the reflection coefficients between -0.2 and 0. The results for the third 

mode are plotted in Figure 6.6. Here it can be seen in more detail that the continuous convergence 

to pure ITA modes occurs only when ≥3.5. It is important not to mistake this limit with the 

critical gain criterion in pure ITA modes. This criterion includes a critical value of the gain of the 

flame transfer function, above which the growth rate of the pure ITA mode is positive. It has been 

derived analytically in previous works[141–143]. For the investigated configuration, the critical gain 

of n=1 occurs at =3, which is in agreement with the theory[142]. 

If the system is operating in ≥3.5 conditions, increasing acoustic losses does not fully stabilize 

the system. These modes are known as ITA modes[26]. In addition, Figure 6.6 demonstrates that 

as the reflections decrease, the growth rates of the ITA modes can change non-monotonically 

(follow the line of reducing reflections for =3.5). It can also be deduced that in presence of very 

small reflections, increasing  from 3 to 3.5 dramatically changes the growth rate and a splitting 

occurs in the trend due to the presence of a pure ITA mode close to this frequency.  
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Figure 6.6: The eigenfrequencies and growth rates of all system modes when =0.5ms, [0.5:0.5:5] (scaled by marker size) and R[-

0.2:0.04:0] (scaled by color). Large time delays (≥1ms) 

The eigenfrequencies and growth rates of all system modes for =1 and 1.5ms are plotted in 

Figure 6.7. As the time delay increases to 1ms (Figure 6.7a), the frequency of the first pure ITA 

mode reduces to around 500Hz and the distribution of the system modes becomes more 

complicated. As the pure ITA mode moves to lower frequencies, it “drags” the ITA mode with it 

and “pushes” the neighboring acoustic mode (the second mode) towards lower frequencies. In 

Figure 6.7a, the third mode has a frequency around 600Hz, while it was around 800Hz for ≤0.5ms, 

and it is still an ITA mode (i.e. it converges to the first pure ITA mode as the reflections decrease). 

On the contrary, other modes are acoustic modes and stabilize as the reflections decrease.  

When =1.5ms (Figure 6.7b), the third mode is switched back to an acoustic mode and the first 

pure ITA mode is now affecting the first mode. Here a “movement” convention is chosen to 

describe these interplays (the reader is encouraged to follow this process with the supplementary 

video file). As a pure ITA mode passes an acoustic mode, it attaches to the acoustic mode, turning 

it into an ITA mode (if the temperature ratio is large enough), and then drags it along towards 

lower frequencies. The pure ITA mode eventually detaches from the ITA mode (causing it to 

become acoustic again) only to immediately attach to another lower acoustic mode. This 

“attachment” and “detachment” occurs around the frequency of the third (900Hz) and second 

(500Hz) pure acoustic modes, respectively. This occurs in such a way that the total number of 

modes is equal to the summation of the number of pure acoustic and pure ITA modes. This has 

been observed for a specific set of system parameters in a previous study [26], but here it is shown 

that it holds for almost any combination of the governing parameters. 

  
(a) (b) 

Figure 6.7: The eigenfrequencies and growth rates of all system modes when =1 (a) and 1.5ms (b), [0.5:0.5:5] (scaled by marker 

size) and R[-1:0.2:0] (scaled by color). 
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When =1.5ms (Figure 6.7b), the second pure ITA mode has the frequency of about 1kHz and 

creates the same effect as the first pure ITA mode when the time delay was 0.5ms (Figure 6.5b). 

This behavior repeats as new pure ITA modes enter the window of investigation and is very well 

illustrated in the supplementary video file and Figure 6.8. It is obvious that increasing the time 

delay results in more and more pure ITA modes to enter the window of investigation. However, it 

can be observed that new acoustic modes also enter the window of investigation, following the 

pure ITA modes. The interplay between the acoustic and pure ITA modes of the system is 

complicated, but repetitive. The pure ITA mode holds to the system ITA mode if there are no 

lower acoustic modes to which it can attach. Therefore, they remain stitched together as a pack of 

ITA modes. This is visible for the first mode in Figure 6.8.  

  

  

  
Figure 6.8: The eigenfrequencies and growth rates of all system modes when [2:0.5:4.5]ms, [0.5:0.5:5] (scaled by marker size) and 

R[-1:0.2:0] (scaled by color). 
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The results are so far presented in the form of snapshots of the supplementary video file at 

specific time delays which includes the whole parameter range. In order to better study how 

acoustic modes are affected by pure ITA modes, it is efficient to choose a specific temperature 

ratio and reflection coefficient and investigate the trends in more detail. This analysis is presented 

in the next section.  

6.1.4 The behavior of system modes near pure ITA modes 

Here the temperature ratio =5 and reflection coefficient R=-1 are chosen and the system 

modes are evaluated in terms of growth rate and Strouhal number St=f. These values correspond 

to combustors with large temperature ratio and open inlet and outlet. Usually high growth rates are 

expected for these conditions, which is expected based on the absents of acoustic energy losses at 

the boundaries and the contribution of the temperature ratio to the acoustic energy gain. In 

addition, the time delay is further increased to 10ms in order to evaluate the system behavior for 

large Strouhal numbers.  

Figure 6.9 illustrates how the Strouhal numbers of the first six system modes change with the 

time delay. The fixed Strouhal numbers of the pure ITA modes are illustrated with horizontal 

dotted lines with their values corresponding to Equation (6-5), and the convergence of the first, 

second and third system modes to their corresponding pure ITA modes is visible. If no pure ITA 

modes were present, one could expected that the Strouhal numbers uniformly increase with time 

delay along the dashed lines. However, Figure 6.9 clearly shows the attaching and detaching of the 

system modes to pure ITA modes in the form of limiting the increase of Strouhal number with 

time delay when the Strouhal number of the mode is close to that of a pure ITA mode.  

The slope of the curve corresponding to a specific system mode in Figure 6.9 may be used as a 

criterion to define whether the mode is acoustic or ITA. One may define the system mode ITA, 

i.e. the mode is affected by the presence of the pure ITA mode, when this slope is smaller than a 

certain value (it is zero for pure ITA modes). 

 
Figure 6.9: Changes in the Strouhal number of the first six system modes with time delay when =5 and R=-1. Latin numbers denote 
the mode numbers and the dashed and dotted gray lines show the pure ITA and pure acoustic modes, respectively.  
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The complete picture of the mode behavior is obtained when the growth rates are also included. 

Figure 6.10 illustrates the Strouhal numbers and growth rates of the first six system modes 

(indicated with Latin numbers) for the investigated range of parameters (each marker indicates a 

system mode). Distinct fluctuations between stability and instability are visible for all the modes 

and these fluctuations have a counter behavior for the even and uneven modes. This behavior is 

expected based on the combination of  and the location of the heat source. These fluctuations are 

also visible in the animated video file submitted as supplementary material. The maxima and 

minima occur very close to the Strouhal number of the pure ITA modes, however they deviate 

from it as the Strouhal number increases. Moreover, all system modes have zero growth rate for 

integer Strouhal numbers.  

In addition, Figure 6.10 shows that higher order modes have, in general, larger growth rates and 

their maximum growth rate decreases as Strouhal number increases. If the growth rates of these 

modes are large enough, they may overcome their acoustic damping and take over the system 

instability from the usual first-mode instability in a Rijke burner. Therefore, it is important to 

investigate higher order modes to be able to see such differences. 

 
Figure 6.10: The first six system modes (indicated with Latin numbers) when =5, R=-1 and [0:0.1:10]ms (each marker indicates 

a system mode for a specific value of ). 

Investigating the system modes for various ranges of parameters provides a large picture of the 

system modes and reveals the complex interplay between the acoustic and intrinsic modes. 

Although the investigation is performed on a Rijke burner, the revealed interplays are expected to 

be similar in more practical configurations when only longitudinal acoustic modes are considered. 

Therefore, the conclusions drawn in the next section are generic in nature and can be extended to 

other particular cases.  

6.1.5 Conclusions 

The thermoacoustic instabilities in a Rijke burner are investigated focusing on the intrinsic 

thermoacoustic modes and their interplay with the acoustic modes. A linear network model is used 
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and multiple parametric studies are performed with varying values of time delay, temperature ratio 

and reflection coefficients, covering a broad range corresponding to various (sometimes extreme) 

operating conditions of a combustor. This parametric study mimics practical situations, such as 

cold start (almost constant temperature and varying time delay) and changes in fuel composition 

(slowly varying temperature ratio and quickly varying time delay).  

The results show that the pure ITA and acoustic modes constantly interplay with each other, 

even for small values of flame time delay. While the common belief for ITA modes to be effective 

is that the time delay needs to be relatively large, this investigation shows that ITA modes may be 

specifically responsible for the highest growth rates when time delay is relatively small (around 

0.5ms). In addition, the maximum growth rate occurs in different modes for different values of 

time delay. Therefore, the complete effects of intrinsic thermoacoustic instabilities are better 

captured if the investigation is not limited to specific values of time delay or the first acoustic mode.  

When reflection coefficients are reduced, the presence of a pure ITA mode near an acoustic 

mode limits the reduction in the growth rate of the mode to that of the pure ITA mode. In certain 

conditions, the growth rate of this mode increases by decreasing reflections. This means that a 

system that has an unstable ITA mode might become even more unstable if acoustic damping is 

introduced at the reflective ends. Therefore, defining the characteristics of the instability by 

multiple parametric studies is useful before an abatement method is selected.  

As the time delay increases, the number of pure ITA modes also increases and creates 

complicated mode overlapping. However, the observed behavior of the system modes with 

increasing time delay is periodic in nature, i.e. system modes couple to and subsequently decouple 

from pure ITA modes and become stable and unstable. This phenomenon is also seen in the form 

of an ITA mode attaching to a pure ITA mode for certain time delays, and then detaching from it 

and becoming an acoustic mode again. This motivates finer parametric investigations when 

thermoacoustic instabilities are investigated in a real setup in order to identify the details of the 

occurred mode. In addition, this observation may be a potential cause of mode switching in 

situations with varying time delay, such as cold start.  

In this investigation, interplays are revealed between the acoustic and intrinsic modes in the 

system. The behaviors of these interplays are studied and it is demonstrated that for a correct 

prediction of thermoacoustic instabilities, it is crucial to create a broad picture of system behavior 

showing how various system modes react to the changes of effective parameters. Moreover, the 

observed effects have similarities with other systems in other branches of physics that motivates a 

future multidisciplinary holistic study on the systems with internal and external feedback in order 

to reveal the common underlying mathematics. 

6.2 A Rijke tube model with various heating and cooling elements 

Thermoacoustic instabilities are usually associated with lean (partially) premixed combustion 

systems and have been studied for more than a century [1, 76, 128, 129]. This type of combustion 

has various implications, such as in gas turbines, boilers and other heating systems. Many of these 

systems include heat sources (burners) and heat sinks (heat exchangers). Studying thermoacoustics 

in such systems is usually nontrivial due to the inherent coupling of hydrodynamics, chemical 
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reactions and acoustics. One common practice is to treat the burner as the active thermoacoustic 

element and the other elements as passive elements (such as ducts, vessels, terminations and heat 

exchangers) [3, 4]. One of the simplest and yet interesting configurations to study thermoacoustic 

instabilities in such systems is the Rijke tube, which shows the coupling of a heat source with the 

acoustics in a simple cavity (a tube with two open ends). This configuration is in many cases a good 

representation of unstable practical combustion systems [152, 153]. There are various studies 

available on the coupling of flames and acoustic waves. Consequently, many researchers have 

investigated various types of heat sources in combustion systems that actually include heat 

exchangers in reality [11, 154]. On the other hand, the transient heat transfer phenomenon in an 

acoustically forced flow is well studied in the past [9, 10, 155]. However, the possible role of the 

heat exchanger as an active acoustic element in combustion systems has mostly been ignored.  

Recently, some researchers have investigated the simultaneous coupling between acoustics and 

both heat sources and sinks. However, these studies are limited to specific cases [7, 156] or 

calculation of transfer functions without discussing the stability limits of the system [35]. In 

addition, there are studies performed on Rijke tubes with multiple heating elements with the focus 

on active or passive control of the instabilities [157, 158]. This approach lacks practicality, because 

in practical combustion systems, the post combustion temperature is relatively high, and creating 

extra temperature jumps in the system requires larger powers. On the other hand, the heat 

exchanger is an existing element in many combustion systems and it is worthwhile to investigate if 

it can be used as an extra “turning knob” in the thermoacoustic design of such systems.  

In this work, a Rijke tube model including both heating and cooling elements was investigated. 

This configuration helps revealing the combined effects of heating and cooling on the 

thermoacoustics in heating appliances. The ultimate goal is to answer questions such as, how can 

the design of the heat exchanger affect the thermoacoustic behavior of the system?  

The investigation was performed in multiple steps of adding complexity in order to perform a 

detailed analysis of the nontrivial problem. First, the Rijke tube with only one acoustically active 

heat source and a positive temperature jump was considered. Then, a similar heat sink with a 

reverse temperature jump was added, and the magnitudes of the temperature jumps were varied as 

well as the time delays of the heat source and sink. This part of the investigation was motivated by 

the fact that the temperature jump and time delay of the heat source is immediately related to the 

combustion properties of the burner in heating appliances. A leaner flame results in larger burner 

time delays and smaller temperature jumps across the burner [18, 24, 96]. In addition, the use of 

non-conventional fuels may also result in various combinations of burner time delay and 

temperature jump.  

The next step involved investigating a heat sink with distributed elements and changing its 

location and compactness in the tube. The distance between the heat source and sink is a key 

parameter in designing the emission properties of heating appliances through creating a 

compromise between NOx and CO emissions. In addition, the heat sink with single (compact) and 

multiple (distributed) elements are representative of two major heat exchanger designs in such 

systems, i.e. compact tubes vs. distributed pins.  
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The results show that various stable and unstable situations may occur that simultaneously 

depend on the time delays of the heat source and sink. In conclusion, a correct prediction of the 

system stability requires taking into account the coupled thermoacoustic effects of the heat source 

and sink.  

6.2.1 The Rijke tube model 

An illustration of the geometry and related dimensions of the Rijke tube and their corresponding 

values are available in Figure 6.11 and Table 6.1, respectively. The tube is open at both ends and 

the flow direction implies the upstream and downstream parts. However, actual flow was not 

included in the model. The medium is air and its temperature increases from T1 to T2 across the 

heat source and back to T1 across the heat sink.  

 
Figure 6.11: Geometry and dimensions of the Rijke tube (corresponding values are available in Table 6.1). The “flow” sign shows the 
assumed flow direction, but actual flow was not modeled.  

The numerical Helmholtz solver, COMSOL Multiphysics® [42], was used to calculate the 

complex eigenfrequencies of the system in frequency domain. The model was developed by 

Hoeijmakers et al. [159] and describes the propagation of small perturbations in an inhomogeneous 

medium including heat release. As described in  [159], the inhomogeneous Helmholtz equation 

takes the following form describing how the fluctuating heat source acts as an acoustic monopole 

source, 
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where p , 0p ,   and   are the fluctuating pressure (Pa), mean pressure (Pa), mean density (kg/m3) 

and the ratio of specific heats, respectively.  1x X   is the Dirac delta function, 

 u d uT T T    is the normalized temperature and  is a transfer function for coupling the 

fluctuating heat release/absorption (Q) to velocity (u) perturbations as 

Q Q

u u





, (6-7) 

where the prime and overbar denote the fluctuating and mean values, respectively. The n- 

(interaction index and time delay) formulation in frequency domain was used to model the TF as 
ine  . (6-8) 

By numerically solving the constructed eigenvalue problem, one can obtain the complex 

eigenfrequency of the system showing the real eigenfrequency and its corresponding growth rate.  

In this chapter, only the smallest eigenfrequency of the system is considered, i.e. the first 

acoustic mode, since it is close to the dominant resonant frequency in many thermoacoustic 
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systems. In addition, the heat source and sinks were assumed acoustically compact and 5mm thick 

that is a few orders of magnitude smaller than the smallest acoustic wavelength in this 

configuration. Table 6.1 includes a list of the variables creating the parameter space. The results are 

presented for some selected values between the mentioned minima and maxima. These are close 

to the experimental data available in the literature [35, 43]. The subscripts 1 and 2 denote the 

properties of the heat source and sink, respectively.  

Table 6.1: Geometrical and thermoacoustic parameters of the Rijke tube and the heat source (subscript 1) and sink (subscript 2).  

Parameter fixed value minimum value maximum value 

D (m) 0.05 - - 
L (m) 1 - - 
X1 (m) 0.25 - - 
X2 (m) - 0.4 0.9 
L2 (m) - 0.01 0.06 
T1 (K) 300 - - 
T2 (K) - 350 1800 
n1 1 - - 
n2 1 - - 

1 (ms) - 0.1 5 

2 (ms) - 0.1 1 

6.2.2 Results and discussion 

The results are categorized in two sections, first the single-element heat exchanger is considered 

and the effects of temperature jump and time delay are studied. Then the multiple-element heat 

exchanger is scrutinized and the effects of heat exchange location and compactness are 

investigated.  

6.2.2.1 Single-element heat exchanger – effects of temperature jumps and time delays 

The eigenfrequencies and corresponding growth rates of the system for various time delays of 

the source (1) and sink (2) and flame downstream temperature (T2) of 350, 500 and 1800K are 

plotted in Figure 6.12a, b and c, respectively. In each figure, the source and sink time delays vary 

from zero to 5 and 1ms, respectively. This is depicted such that each pack of round markers 

connected with a black solid line, represents a specific source time delay (written next to it) and the 

sink time delay increases in the direction shown by the arrow. The gray filled triangles show the 

data for the cases with no heat sink, thus only one temperature jump and time delay in the system.  

It is shown in Figure 6.12a that including the heat exchanger decreases the eigenfrequency (the 

shift from gray triangles towards the round markers) due to introducing a cold region with smaller 

speed of sound. The growth rate, however, remains almost the same. For the small temperature 

jump in Figure 6.12a, increasing the source time delay from zero destabilizes the system, but if the 

delay is large enough, the system is stable again. This happens at a source time delay of around 
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5.4ms irrespective of the sink time delay (the data at this time delay are not shown in the graph to 

avoid crowdedness). This period corresponds to the acoustic time scale at the frequency of 185Hz. 

Therefore, if the source time delay is large enough, the system behavior repeats itself and creates 

the self-similar pattern in Figure 6.12a. It is worth noting that for these conditions, increasing the 

sink time delay monotonically destabilizes the system in the form of increasing the growth rate to 

multiple times its value without a sink. All the eigenfrequencies are in a small frequency span of 

7Hz around 179Hz and negligible frequency shift occurs by changing the time delays of the hest 

source and sink.  

Figure 6.12b shows the complex eigenfrequencies for a larger temperature jump, i.e. T2=500K. 

Here the shift to lower frequencies by adding the heat exchanger is more pronounced, but gets 

weaker as the source time delay increases. The influence of increasing 2 also weakens as 1 

increases. By increasing 2, the system becomes unstable with its maximum growth rate around 

1=1.5ms, and stabilizes again after 1=3ms. Compared to the case with small temperature jump 

(Figure 6.12a), the shift of eigenfrequency to lower frequencies by increasing 1 is more significant 

here. However, the system behavior does not repeat itself with further increase in 1 and the effects 

of 2 fade out. This can be seen as the circles get more and more packed together as 1 increases. 

In addition, the frequencies seem to converge to the intrinsic instability frequency of the system 

(this was not the case for the small temperature jump in Figure 6.12a). It is well known from 

previous studies [142, 143] that the intrinsic instability frequencies correspond to the frequencies 

at which the phase of the flame transfer function equals odd multiples of . Therefore, for a 

constant time delay model 

 2 1 2 1
2

2

m m
f f




  

 
     

(6-9) 

where f,  and  are the frequency, phase and time delay of the transfer function. For the first 

intrinsic frequency (m=0) we get f=1/2, which yields values close to the frequencies plotted in 

Figure 6.12b, when 1≥4ms. As the system mode gets close to the intrinsic instability frequency, the 

existence and time delay of the sink become less effective. This is a known characteristic of intrinsic 

thermoacoustic instabilities. In Figure 6.12b and when 1≤2ms, increasing 2 first increases and then 

decreases the growth rate. If 1>2ms, increasing 2 monotonically increases the growth rate, similar 

to small temperature jumps in Figure 6.12a. Depending on the value of 1, the effects of increasing 

2 on the eigenfrequency can change from monotonic decrease (1≤2ms) to decrease-increase 

(2.5≤1≤3.5ms) and monotonic increase (1≥4). In other words, the thermoacoustic behavior of 

the heat sink is not the same when placed downstream of different heat sources. This two-way 

interaction is important because it signifies the importance of simultaneously designing the 

thermoacoustic properties of the burner and heat exchanger in heating appliances.  
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(a) (b) 

 
(c) 

Figure 6.12: Complex eigenfrequencies of the system when 1=[0:0.5:5]ms, 2=[0:0.1:1]ms, T1=300K and T2=350 (a), 500 (b) and 

1800K (c). Each pack of round markers connected with a black solid line represent a specific 1 (written next to it) and 2 increases in the 

direction shown by the arrows. Triangles show cases with no heat sink, i.e. only one temperature jump and varying 1.  

The complex eigenfrequencies for the largest temperature jump (T2=1800K) are shown in Figure 

6.12c. This case is mostly important because it is representative of idealized premixed combustion 

systems, which have been studied experimentally, theoretically and numerically. Here the system is 

so unstable that increasing the source time delay cannot fully stabilize it and the growth rate remains 

positive. This is because the effects of the burner transfer function is much larger for large 

temperature jumps, which greatly amplifies the system instability. The effects of increasing sink 

delay is similar to the case with T2=500K in Figure 6.12b. When 1≤2ms, the eigenfrequency reduces 

monotonically, but the growth rate changes non-monotonically. The situation is the reverse when 

1≥2.5ms, with the growth rate increasing monotonically and eigenfrequency non-monotonically. 

We can observe the convergence to intrinsic instability frequency with increasing source delay for 

this case as well.  

It is also important to note that the system instability is most sensitive to sink delay when this 

delay is the smallest. This is visible in the form of the large vertical distance between the first two 

points in each pack of points in Figure 6.12c. For example, when 1=1.5ms, the growth rate 

increases by 37% if 1 increases from zero to 0.1ms, while it only increases around 13% if 1 increases 

from 0.1 to 0.2ms. Since the time delay of the heat exchanger is associated to the hydrodynamic 

boundary layers and is relatively small [9], this finding motivates a detailed sensitivity analysis for 

experimentally measured values in a practical system.  

-10
-8
-6
-4
-2
0
2
4
6
8

10

172 174 176 178 180 182 184 186

G
ro

w
th

 R
at

e 
[1

/s
]

Eigenfrequency [Hz]

UNSTABLE

STABLE

1=0

0.511.52

2.5
3

3.5
4

4.5

5

T2=350
-30

-20

-10

0

10

20

30

100 120 140 160 180 200 220

G
ro

w
th

 R
at

e 
[1

/s
]

Eigenfrequency [Hz]

2

0.5

UNSTABLE

STABLE

1=0

1
1.5

2.5

3

3.5

44.55

T2=500

-20

0

20

40

60

80

100

90 120 150 180 210 240 270 300 330

G
ro

w
th

 R
at

e 
[1

/s
]

Eigenfrequency [Hz]

UNSTABLE

STABLE

1=0

0.5

1

1.5
2

2.5
3

3.54

4.5

5

T2=1800



96 Stability Analysis of Simplified and Realistic Heating Appliances 
 

 

6.2.2.2 Multiple-element heat exchanger – effects of location and compactness 

The presented results on the single-element heat exchanger revealed that including the effects 

of the heat exchanger as an active acoustic element considerably changes the behavior of the 

complete system. Until now, similar length scales for the heat source (burner) and heat sink (heat 

exchanger) were considered. However, the practical length scales of the heat exchangers can be 

much larger than the burners. This motivates the next step towards a more realistic system, i.e. a 

system with distributed and multiple heat sinks. Here the same heat source is considered, but 11 

small heat sinks are also included that are placed L2=0.01m from each other to mimic a pinned heat 

exchanger. The location of the center of the pack of sinks changes from X2=0.4 (close to the 

source) to 0.9m (close to the outlet). In addition, at X2=0.65m, the distance between the sink 

elements increases from L2=0.01 to 0.06m, in order to simulate the effects of more distributed heat 

absorption. For the case with L2=0.06m, the heat exchanger almost fills up the space downstream 

of the heat source. The illustrations of these cases are presented in Figure 6.13. The shades show 

the temperature change between 300K (white) and 1800K (black). In practical systems, the heat 

absorption through the heat exchanger weakens as the fluid flows along the heat exchanger. 

However, here it is assumed that the temperature reduction occurs in multiple steps with equal 

temperature difference. This makes it easier to discover the effects of the distribution of the heat 

sinks. In addition, the outlet temperature and thus the overall efficiency of the heat exchanger is 

equal in all the cases.  

 
Figure 6.13: Test cases for multiple-element and distributed heat exchanger. The location of the center of the 11-element heat exchanger 
varies from 0.4 to 0.9m and the distance between the elements varies from 0.01 to 0.06m. The shades show the temperature change between 
300K (white) and 1800K (black).  

The interaction index of the source and sinks are set to unity and the sink time delay is fixed at 

1ms, while the source time delay varies from 1 to 5ms. As discussed in the single-element section, 

the source time delay is important since it can alter the stability trends when the sink delay changes. 

The corresponding complex eigenfrequencies of the system are plotted in Figure 6.14. The black 
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and gray arrows show the direction of increasing X2 (distance between the source and sinks) and 

L2 (distance between the sink elements), respectively.  

 
Figure 6.14: The complex eigenfrequencies of the system for T1=300K, T2=1800K, n1=n2=1, 1=[1:1:5]ms, 2=1ms, 

X2=[0.4:0.05:0.9]m and L2=[0.01:0.01:0.06]m. Each pack of round markers connected with a black solid line represent a specific 1 
(written next to it) and the black arrow shows the direction of increasing X2. At X2=0.65m, L2 increases in the direction of the gray 
arrows, connecting the gray triangles.  

The trend of increasing and decreasing growth rate with increasing source time delay is also 

present here, similar to the single-element sink. The values of growth rates are also in the same 

order of magnitude (see Figure 6.12c). However, the location of the sink has significant effects on 

the system stability, especially for small source time delays. This is intuitive, since a heat sink with 

the same temperature jump and time delay as a heat source can be the most effective. Increasing 

the distance between the source and sink results in the growth rate reaching a maximum and then 

decreasing. The location at which this maximum growth occurs, changes from very close to the 

outlet when 1=1ms to very close to the heat source when 1=5ms. A source time delay close to 

practical premixed perforated burners is around 3ms. The 1=3ms curve in Figure 6.14 shows that 

increasing the distance between the heat source and a pack of heat sinks with 1ms time delay can 

increase the growth rate of the system by 17% or decrease it by 24%. These values are significantly 

important in predicting the stability of the system and need to be taken into account in the design 

process. Therefore, the distance between the burner and the heat exchanger is not only affecting 

the emissions, but also the thermoacoustics and system stability.  

Finally, Figure 6.14 also shows that spreading the heat sink elements has negligible effects on 

stability when the source delay is small (1=1ms), but it decreases the growth rates towards more 

stable conditions if the source time delay is larger (1≥2ms). This means that in specific conditions, 

a distributed heat exchanger design is more favorable for preventing thermoacoustic instabilities.  

6.2.3 Conclusions 

A Rijke tube is studied containing a heat source and multiple heat sinks as a simplified, but 

representative, model to investigate the thermoacoustic instabilities in heating appliances. Studying 

the effects of several parameters helped understanding the thermoacoustic behavior of such 

systems in various operating conditions. Among the most important parameters are the 
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temperature jump and time delay of the heat source and sink, which are affected by the choice of 

the combustion properties of the burner and heat exchanger. In addition, the distance between the 

heat source and sink is a key parameter in designing the emission properties of heating appliances.  

The results showed that various situations of stability and instability can occur, which depend 

on the properties of both the heat source and sink. The effects showed a large shift in the 

eigenfrequency and growth rate as well. When the source and sink are placed at the first and third 

quarter of the tube, respectively, and the source delay is small, increasing the sink delay first 

increases and then decreases the growth rate of the system. However, for larger values of source 

delay close to practical systems, increasing the time delay of the heat exchanger almost 

monotonically increases the growth rates. This finding is not trivial and means that the source time 

delay can alter the stability trends when the sink time delay changes. It was also observed that if 

the temperature jumps are large enough, increasing the source time delay converges the first system 

mode to its intrinsic instability mode. When the system mode is near an intrinsic mode, the effects 

of most parameters fade out due to the nature of the intrinsic modes. Studying the effects of 

distributed heat sinks revealed that a critical heat sink location exists for which the maximum 

growth rate occurs. In addition, spreading the sink elements throughout the system reduces the 

growth rate.  

The effects observed in this study are in some configurations to the extent that the system is 

predicted unstable or stable, depending on whether or not the heat exchanger is included as an 

active thermoacoustic element.  Therefore, it is crucial to include the active thermoacoustic effects 

of the heat exchanger for correct predictions of system stability. An extension of the model used 

in this work can be developed to predict instabilities in complex full-scale heating appliances.  

 



 

 

 

 

 

 

 

CHAPTER     7 

7 Conclusions and Recommendations 

One of the main motivations for the conducted research is the fact that the heating industry is 

suffering from thermoacoustic instabilities, mainly in the form of noise and pollutant emissions. 

Manufacturers have already tried to tackle this issue by tuning the burners after the system is 

designed and prototyped. However, this process is known to be case-dependent, inefficient, and 

hampering time to market, since it is based on trial and error. Therefore, we aim to conclude this 

work by providing a first step towards bringing the thermoacoustic properties of the complete 

heating system into the design process. This is achieved in section 7.1 “Conclusions” by summarizing 

the most important findings of this work emphasizing on how they can serve as a means to produce 

heating systems that are less prone to thermoacoustic instabilities. Note that the thermoacoustic 

instabilities in actual heating systems involve complicated and coupled phenomena that make it 

non-trivial to derive global conclusions that would work for every single design. Therefore, these 

recommendations are meant to provide a starting point to build on by other researchers interested 

in systematically solving the thermoacoustic problems in the heating industry. Therefore, the parts 

of this work that need more investigation are presented in section 7.2 “Recommendations”.  
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7.1 Conclusions 

The most important conclusions of this work are as follows. 

7.1.1 Both burner and heat exchanger are thermoacoustically active 

In heating appliances containing premixed burners and heat exchangers, both of these elements 

are thermoacoustically active. Therefore, their acoustic responses need to be accurately assessed in 

order to predict the thermoacoustic properties of the complete system. Predicting the 

thermoacoustics of the burner using CFD simulations needs to include the details of the flame 

surface geometry before making geometrical simplifications. Combining multiple 2D simulations 

is a promising tool to mimic the full 3D effects of the flame surface in burners with slit perforations. 

The heat exchanger usually shows a faster (smaller TF phase and time delay) than the burner. 

The gain, however, could be larger or smaller depending on the frequency range. Specifically, the 

low-pass behavior of the heat exchanger in generally less intense than the burner. Therefore, 

ignoring the active thermoacoustic properties of the heat exchanger may lead to completely wrong 

predictions of the heating appliance stability, especially when the distance between the burner and 

heat exchanger is comparable to flame length.  

7.1.2 Combined thermoacoustic behavior of the burner and heat exchanger is 
crucial to system stability 

In cases where the flame does not impinge on the heat exchanger surface, one can treat the 

burner and the heat exchanger as active and independent thermoacoustic elements. They may work 

either constructively or destructively, i.e. providing acoustic energy to or extracting it from the 

system. A mathematical approach that allows the proper superposition of their individual TF/TMs 

into a combined system TF/TM was proposed and validated. When the distance between the 

burner and heat exchanger is so small that flame impingement occurs, the system becomes very 

complex and a combination of the burner plus heat exchanger has to be considered as one coupled 

thermoacoustic element. The response of the coupled system in impinging cases sometimes shows 

considerably larger dilatation rates that makes it a stronger acoustic element and usually not 

desirable for a stable heating appliance.  

The stability analysis of a Rijke tube including burner and heat exchanger as a model to 

investigate the longitudinal acoustic modes in heating appliances also showed that the combined 

design of the burner and heat exchanger is a determining factor in the stability of the system. 

Various combinations of the burner and heat exchanger time delay, temperature jump, and location 

can create different patterns of stability and instability. When the burner and heat exchanger are 

placed at the first and third quarter of the tube, respectively, and for practical values of burner time 

delay (>1ms), increasing the time delay of the heat exchanger almost monotonically increases the 

growth rates. This means that in such configurations an acoustically “fast” heat exchanger is 

desirable. However, this behavior is not monotonic for burner time delays smaller than 1ms, which 

makes this finding non-universal.  
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7.1.3 The design of the heat exchanger considerably affects the system stability 

Studying the effects of distributed heat exchanger elements revealed that there is a critical 

location for the heat exchanger, where the maximum growth rate of the first system mode occurs. 

This critical location moves from outlet towards inlet as the burner time delay increases. In 

addition, spreading the heat exchanger elements throughout the system reduces the growth rate. 

This finding directly relates to the heat exchanger design, i.e., compactly packed tubes vs. 

distributed pinned heat exchangers.  

7.1.4 The full picture of system stability also requires considering the interplays 
between acoustic and ITA modes 

The broad and detailed parametric analysis of the intrinsic thermoacoustic modes revealed that 

the pure ITA and acoustic modes constantly interplay with each other, even for small values of 

burner time delay. The common belief for ITA modes to be effective is that the burner time delay 

needs to be large enough so that the frequency of the ITA mode falls inside the frequency range 

of interest. However, this investigation shows that ITA modes may be specifically responsible for 

the highest growth rates when the burner time delay is relatively small and the frequency of the 

first ITA mode is outside the investigation range. When reflection coefficients are reduced, the 

presence of a pure ITA mode near an acoustic mode limits the reduction in the growth rate of the 

mode to that of the pure ITA mode. In certain conditions, the growth rate of this mode increases 

by decreasing reflections. This means that a system that has an unstable ITA mode might become 

even more unstable if acoustic damping is introduced at the reflective ends. Therefore, defining 

the characteristics of the instability by, e.g. multiple parametric studies, is useful before an 

abatement method is selected.  

By increasing burner time delay, multiple pure ITA modes interact with acoustic modes and 

create complicated mode overlapping. However, a periodic behavior is observed in the form of 

ITA modes attaching to pure ITA modes for certain time delays, and then detaching from it and 

becoming acoustic modes again. This motivates finer parametric studies when thermoacoustic 

instabilities are investigated in a real setup in order to identify the details of the occurred mode. In 

addition, this observation may be a potential cause of mode switching in situations with varying 

burner time delay, such as cold start.  

In this thesis, the thermoacoustic instabilities were investigated in heating appliances with 

premixed burner and heat exchanger. Specific attention was given to treating both the burner and 

heat exchanger as active thermoacoustic elements and their separate and coupled thermoacoustic 

properties were investigated. The possible interaction scenarios were scrutinized and the governing 

physical parameters responsible for these interactions were defined. The possibility and methods 

for decoupling their effects and reconstructing the thermoacoustic behavior of the complete system 

was also addressed. It was demonstrated that to correctly predict thermoacoustic instabilities, it is 

crucial to create a broad picture of system behavior showing how various system modes react to 

the changes of effective parameters. The findings presented in this thesis are meant to provide a 
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means to bring thermoacoustic properties into the design process of more stable heating appliances 

and reduce the time to market. Nevertheless, there is still a lot that can be done to build on this 

goal and help the industry and future researchers to go further in this field. Some of these points 

are addressed in the following section.  

7.2 Recommendations 

This section includes the suggestions for future work. Some of them have been briefly 

“touched” throughout the course of this work, so they are accompanied with preliminary 

prognosis. Others are fresh ideas to improve this branch of science and they come with suggestions 

to start the investigation. 

7.2.1 Transfer function measurements in full-scale heating systems 

While investigating simplified systems is useful in gaining understanding of the governing 

phenomena and important physical parameters, from industrial perspective it is always desirable to 

study specific products for purposes such as benchmarking. TF measurements of full-scale burners 

can be done in a so-called open setup, but their behavior is expected to change when enclosed 

inside the combustion chamber due to the differences in the flow and pressure fields. Optical 

routing using glass fibers may be used to route the chemiluminescence signal of various parts of a 

burner towards the detector.  

Measuring the TF of the heat exchanger can be challenging due to the difficulty of measuring 

fluctuating heat flux through its walls. Efforts have been made to directly measure heat flux, but 

they are not yet fully reliable for various types of heat exchangers [121]. Nevertheless, it is possible 

to measure the TF of the heat exchanger indirectly via its TM by measuring velocity fluctuations 

upstream and downstream of the heat exchanger. The challenge here is that the flow temperature 

upstream of the heat exchanger is usually very high and conventional equipment such as hot wire 

anemometry cannot be used. However, other concepts of velocimetry benefiting from lasers and 

optical methods may be possible.  

7.2.2 Thermoacoustic FEM simulations of full-scale heating systems 

The same methodology as described in section 3.4.2.2 “FEM acoustic simulations using Comsol” can 

be used in full-scale 3D models of heating appliances. However, multiple challenges are also 

expected, such as large burners and heat exchangers, which may not be considered acoustically 

compact. One way of solving this issue is using distributed thermoacoustic elements (similar to as 

used in section 6.2 “A Rijke tube model with various heating and cooling elements” or in the literature [160, 

161]). This concept is also used for large flames in, e.g. gas turbines, under the name of “distributed 

time lags” [162]. On the other hand, large burners sometimes feature varying surface perforation 

patterns that also motivates the possible need for locally defined TFs. Moreover, non-flat (mainly 

cylindrical) burners also pose geometrical challenges in the mathematical definitions of the acoustic 

sources.  
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With the help of other researchers, an effort was made during the course of this work to extend 

the discussed methods to full-scale heating systems in Comsol. Due to the inherent solution 

strategy of this Helmholtz solver, a series of iterations and a sweep of a “linearization frequency” 

are required to find the physical modes among the many spurious modes that occur. This process 

was not easy to automate since some prior knowledge of the system was also required to pinpoint 

the correctly predicted modes. In addition, the complex flow pattern in the heat exchanger made 

it difficult to create a proper network of acoustically compact elements. Nevertheless, the first 

results are already published [68] and it is a work in progress which can be very interesting for other 

researchers as well.  

7.2.3 System describing function for heating systems 

The operating range of the heating systems are usually well-defined by the manufacturers. If the 

thermoacoustic responses of the burner and heat exchanger are obtained using parametric sweeps 

(similar to in section 6.1 “Intrinsic thermoacoustic modes and their interplay with acoustic modes in a Rijke 

burner”), then combinations of the burner and heat exchanger may be found that are 

thermoacoustically preferred. The parametric sweeps can be on the most important defining 

parameters such as burner deck pattern, heat exchanger pin pattern, equivalence ratio (or CO2 

emission level) and mixture velocity (or burner thermal load). This idea is similar to the concept of 

flame describing function (FDF), where the FTF is evaluated for various excitation amplitudes and 

combined into one function that describes the flame in various conditions. This method requires 

numerous simulations and/or measurements. However, it also has a high potential in reducing the 

time for future analyses by creating some kind of a look-up table for the possible configurations of 

the products.  

7.2.4 Common underlying mathematics of ITA instabilities with other branches of 
physics 

The topic of ITA instabilities is currently a popular (and sometime controversial) topic in 

thermoacoustic research. As discussed in section 6.1 “Intrinsic thermoacoustic modes and their interplay 

with acoustic modes in a Rijke burner”, there seems to be similarities between this phenomenon and 

other phenomena in other branches of physics, e.g. edge tones in organ pipes, where a sub system 

with internal feedback is placed inside another system with external feedback. The details of the 

governing mathematics of the ITA instabilities are not yet well known, while they can provide a 

broad understanding of how ITA modes behave in the system. The eventual results of the 

parametric study in this work pose open questions, such as, why do the maximum growth rates of 

almost all system modes occur around the frequency of some pure ITA mode, or why do these 

maxima shift slightly away from pure ITA frequencies for higher Strouhal numbers? Giving 

answers to such questions requires a more sophisticated theoretical investigation, for which a good 

foundation of case studies is available now.  
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Summary 

Thermoacoustic Instabilities in Heating Appliances with Premixed Burner and Heat 

Exchanger 

 

Thermoacoustic instabilities are frequently present in lean (partially) premixed combustion 

systems and have been studied for more than a century. They may occur in various systems, such 

as gas turbines, boilers and other heating systems. Mitigating or preventing these instabilities is 

currently a challenge in the heating industry, specifically for systems with lean premixed burners. 

Many of such systems include not only burners, but also heat exchangers. The heat exchanger is 

designed to create a reverse temperature jump of the same order of magnitude as the burner. 

Acoustic waves alter the heat absorption of the heat exchanger, thus the heat exchanger is an 

additional acoustic element next to the burner in the acoustic network. In addition, the practical 

need to make compact heating appliances and reduce nitrogen oxides, leads to small distances 

between the burner and heat exchanger. Consequently, mutual interactions between them may 

occur that alter their individual and combined thermoacoustic properties. This motivates a detailed 

investigation about the combined thermoacoustic behavior of the burner and heat exchanger in 

heating appliances.  

In this thesis, the thermoacoustic instabilities are investigated in heating appliances with both 

premixed burner and heat exchanger as active acoustic elements. Particularly, the aim is to answer 

the following questions: 

 What are the separate thermoacoustic responses of practical laminar premixed burners and 
heat exchangers in heating appliances? 

 How do the burner and heat exchanger come together to define the thermoacoustic 
characteristics of a heating appliance? 

 What kind of interactions are envisioned between the burner and heat exchanger that may 
affect the thermoacoustic behavior of the complete system? 

 What are the physical phenomena and governing parameters responsible for these 
interactions? 

 Is it possible to decouple the effects of the burner and heat exchanger? If so, how can one 
decouple these effects and use them to design more stable heating appliances? 

To approach the formulated problems and questions, various configurations of the burner and 

heat exchanger are studied. Measurements of the velocity-sensitive flame transfer function are 

performed on burner decks featuring multiple Bunsen-type laminar flames, in order to setup a 

reliable base for flame transfer function validations. Then separate 2D CFD simulations of 

simplified, but representative, burners and heat exchangers are performed and the transfer function 

and transfer matrix approaches are used to identify the thermoacoustic behavior of the elements. 
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Detailed 3D CFD simulations are also performed for better understanding of the in-depth flame 

processes. Then, by changing the distance between the burner and heat exchanger, their mutual 

interactions are studied from hydrodynamic and thermoacoustic point of view and solutions are 

proposed to decouple their thermoacoustic effects. An acoustic network model is used to study 

the stability of the system as a 1D linear acoustic network, and a Helmholtz solver is used for cases 

that are more realistic, such as distributed heat exchanger configurations.  

The results of the measurements and CFD simulations reveal details about how the laminar 

flame transfer function can be affected by the flame shape and stabilization, and the heat exchanger 

transfer function by the geometry and flow velocity. It is also shown that the presence of the heat 

exchanger considerably affects the thermoacoustic properties of the total system. However, it is 

possible to decouple the heat exchanger from the burner when the distance between them is large 

enough such that the flame does not impinge on the heat exchanger surface. This can be done by 

registering the flow velocity on an interface plane between the two elements. If flame impingement 

occurs, the response of the system changes drastically and may enhance the thermoacoustic 

instabilities. A large parameter sweep provides a broad picture of the system modes and reveals 

new information on the intrinsic thermoacoustic modes of the system. Moreover, the interactions 

of the intrinsic and acoustic modes are investigated in detail.  

The results for the realistic configurations demonstrate how thermoacoustic instabilities may 

occur in domestic heating appliances and how the design of the heat exchanger can affect these 

instabilities. By studying the simplified and realistic configurations, the following general 

conclusions are formulated regarding the thermoacoustic behavior of the burner and heat 

exchanger, as well as their interactions: 

 Both the burner and heat exchanger are thermoacoustically active 

 Combined thermoacoustic behavior of the burner and heat exchanger is crucial to 
system stability 

 Next to the burner, the design of the heat exchanger also considerably affects the system 
stability 

 The full picture of system stability also requires considering the interplays between 
acoustic and ITA modes.  
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