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1 Introduction

Due to the essential non-linearity of the governing equations it is difficult to predict ac-
curately fluid flows under conditions at which they do produce sound. This is typically
high speeds for which non-linear inertial terms in the equation of motion are much larger
than viscous terms (high Reynolds numbers). Direct simulation of such flows is very dif-
ficult. When the flow velocity remains low compared to the speed of sound waves (low
Mach numbers) the sound production is a minute fraction of the energy in the flow. This
makes numerical simulation even more difficult. It is even not obvious how we should de-
fine the acoustical field in the presence of flows. Aero-acoustics provides such definitions.
The acoustic field is defined as an extrapolation of an ideal reference flow. The difference
between the actual flow and this reference flow is identified as sources of sound. Using
Lighthill’s terminology, we call this an “analogy” [68].

In free field conditions the sound intensity produced by flows is usually so small that
we can neglect the effect of acoustics on the flow. Furthermore the listener is usually im-
merged into a uniform stagnant fluid. In such cases the convenient reference flow is the
linear inviscid perturbation of this stagnant uniform fluid. It is convenient to use an inte-
gral formulation of the aero-acoustical analogy. This integral equation is a convolution of
the sound source by the Green’s function: the response of the reference state to a localized
impulsive source. The advantage of the integral formulation is that random errors in the
source term average out. One therefore also often uses such an integral formulation to
extract acoustical information from direct numerical simulations of the flow which are too
rough to predict directly the acoustical field. Such an approach is used to obtain scaling
laws for sound production by turbulent flows when only global information is available
on the flow. When the flow dimensions are small compared to the acoustical wave length
(compact flow) we can locally neglect the effect of wave propagation. Lighthill provides
here again a procedure which guarantees that we keep the leading order term where brute
force would predict no sound production at all or would dramatically overestimate the
sound production. In compact flows at low Mach numbers the flow is most efficiently
described in terms of vortex dynamics. This allows a more detailed study of the sound
production by non-linear convective effects.

Walls have a dramatic effect on the production of sound because it becomes much
easier to compress the fluid than in free space. In internal flows acoustical energy can ac-
cumulate into standing waves which correspond to resonances. Even at low Mach numbers
acoustical particle velocities of the order of magnitude of the main flow velocity can be
reached when hydrodynamic flow instabilities couple with the acoustical standing waves.
Those self-sustained oscillations are most efficiently described in terms of vortex dynamics.
Furthermore in a pipe the main flow does not necessarily vanishes when we travel away
from the source region. For those reasons another analogy should be used which we call
the vortex-sound theory. This theory was initially developed by Powell [92] for free space
and generalized by Howe [52] for internal flows. In Howe’s approach the acoustical field is
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defined as the unsteady irrotational component of the flow, which again stresses the fact
that vortices are the main sources of sound in isentropic flows. An integral formulation can
also be used in this case. When considering self-sustained oscillations: one is interested
in conditions at which they appear and the amplitude they reach. While a linear theory
does provide information on the conditions under which self-sustained oscillation appears,
the amplitude is determined by essentially non-linear saturation mechanism. We will show
that when the relevant non-linear mechanism is identified, the order of magnitude of steady
self-sustained pulsation amplitude can easily be obtained. A balance between the acousti-
cal power produced by the source and the dissipated power will be used.

We provide a summary of the equations of fluid dynamics (section 2). We introduce
the acoustic field by means of Lighthill’s analogy (section 3). We then describe some ele-
mentary concept of the acoustics of a stagnant uniform fluid such as elementary solutions
of the wave equation, acoustical energy, acoustical impedance, the Green’s function, mul-
tipole expansions, Doppler effect and influence of plane walls on radiation (section 4). We
then discuss the acoustics of pipes for stagnant fluids. We introduce the concepts of modes,
resonators and self-sustained oscillations (section 5). The next section is dedicated to an
introduction to Vortex-sound theory (section 6). We use this theory to analyse in detail
the aero-acoustic of the Helmholtz resonator which is an acoustical mass-spring system
(section 6). In the last section (7) we provide some information on the sound production
by turbulent flow in pipes.

Our discussion is inspired by the book of Dowling and Ffowcs Williams [28] which is
an excellent introductory course. Basic acoustics is discussed in the books of Morse and
Ingard [74], Pierce [90], Kinsler et al [60], Temkin [109] and Blackstock [7]. Aero-acoustics
is treated in the books of Goldstein [37], Blake [8], Crighton [20], Hubbard [53], Howe
[52] and Howe [51]. We ignore in this introduction the effect of wall vibration which are
discussed by Cremer [17], Junger and Feit [57], Blevins [9] and Norton [82]. The acoustics
of musical instruments which we use as examples is treated by Fletcher and Rossing [33].
In an earlier course [13] we discussed the aero-acoustics of woodwinds. In the lecture notes
of Rienstra and Hirschberg [98] more details on mathematical aspects are provided. An
overview of acoustics is provided by Crockler [22].

2 Fluid dynamics

2.1 Conservation laws

We consider the motion of fluids in the continuum approximation ([65], [110], [102], [64]).
This means that quantities such as the velocity ~v, the density ρ, the pressure p,... can be
described by means of smooth functions of space and time coordinates (~x, t). We consider
the fundamental equations of mass, momentum and energy conservation applied to an in-
finitesimal fluid particle of volume V (material element). For such a small particle we can
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neglect the variation of density within the particle. The mass of the particle is then the
product ρV of its volume and the density. The mass conservation law states that the mass
remains constant. As we move with the particle we can write this statement in the form:

DρV

Dt
= 0 (1)

where the convective time derivative:

D

Dt
=

∂

∂t
+ ~v · ∇ (2)

is the time derivative as experienced by an observer which moves with the fluid particle,
at the velocity ~v. We can for cartesian coordinates write equation (2) in the index notation:

D

Dt
=

∂

∂t
+ vi

∂

∂xi

(3)

where we use the convention of Einstein: the repetition of index i implies that we have a
summation over this (dead) index:

vi
∂

∂xi

= v1
∂

∂x1

+ v2
∂

∂x2

+ v3
∂

∂x3

. (4)

The dilatation rate of an infinitesimal cubic volume V = L1L2L3 is simply the sum of the
strain rates:

1

V

DV

Dt
=

1

Li

DLi

Dt
. (5)

Considering the one dimensional flow sketched in figure 1 we can easily understand that
the rate of change of the length is given by DL1/Dt = [v1(x1+L1)−v1(x1)] = (∂v1/∂x1)L1.
We then can understand that:

1

V

DV

Dt
=

1

Li

DLi

Dt
=

∂vi

∂xi

. (6)

Figure 1: Mass conservation law in one dimensional flow. The dilatation rate DL1

Dt
of a

fluid particle of length L1 is equal to ∂v1

∂x1
L1.
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Hence the mass conservation law (1) can be written in the familiar form:

1

ρ

Dρ

Dt
= −∇ · ~v (7)

or in the conservative form:

∂ρ

∂t
+∇ · (ρ~v) = 0 , (8)

which in index notation becomes:

∂ρ

∂t
+

∂ρvi

∂xi

= 0 . (9)

The same equation applied to a finite controle volume V delimited by a surface S with
outer normal ~n (see figure 2) becomes:

d

dt

∫

V
ρdV +

∫

S
ρ(vini)dS = 0 . (10)

Figure 2: Macroscopic controle volume V enclosed by surface S with outer normal ~n used
for integral conservation law. The volume flux through an element dS of the surface is
~v · ~ndS = vinidS. An element of volume dV has a mass ρdV .

This conservative equation stresses the interpretation of the equation as a balance be-
tween the change of mass content ∂ρ/∂t of a control volume fixed in the reference frame of
the laboratory as a result of the net flow of fluid into the control volume ∂ρvi/∂xi through
the surface delimiting the control volume. The integral form of the conservation law is
more general than the differential form because it allows for discontinuities in the flow field
such as shock-waves.
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The second law of Newton applied to a fluid particle (material element) can be written
as:

ρ
D~v

Dt
= −∇ · ~~P + ~f (11)

where the ρ is the mass per unit volume, ~f is the density of the force field acting on the

bulk of the fluid and −∇ · ~~P is the net force acting on the surface of the particle divided

by the volume of the particle, which we express in terms of the stress tensor
~~P . The force

per unit surface acting on the surface enclosing the particle is −~n · ~~P where ~n is the outer
normal on the surface. In index notation Newton’s law becomes:

ρ

(
∂vi

∂t
+ vj

∂vi

∂xj

)
= −∂Pij

∂xj

+ fi . (12)

and using the mass conservation law we obtain the conservation form:

(
∂ρvi

∂t
+

∂ρvivj

∂xj

)
= −∂Pij

∂xj

+ fi . (13)

which states that the change in momentum content ρvi of a fixed controle volume is due to
external forces and flux −ρvivjnj of momentum through the surface of the particle. The
tensor ρvivj is called the Reynolds stress tensor. An integral formulation of the momentum
equation (13) in the same form as equation (10) can easily be derived:

d

dt

∫

V
ρvidV +

∫

S
ρvi(vjnj)dS = −

∫

S
PijnjdS +

∫

V
fidV (14)

The energy conservation law applied to a fluid particle is:

ρ
D

Dt

(
e +

1

2
v2

)
= −∇ · ~q −∇ ·

(
~~P · ~v

)
+ ~f · ~v + Qw (15)

where e is the internal energy per unit of mass, v = |~v|, ~q is the heat flux vector and Qw

is the heat production per unit of volume. The source term Qw depends on effects which
we do not take into account in either ~f or ~q. This can be chemical reactions or electrical
heating.

In conservation form, the energy equation becomes:

∂

∂t
ρ

(
e +

1

2
v2

)
+

∂

∂xi

ρvi

(
e +

1

2
v2

)
= − ∂qi

∂xi

− ∂Pijvj

∂xi

+ fivi + Qw (16)

2.2 Constitutive equations

The conservation laws of mass, momentum and energy presented in the previous section do
not form a complete set of equations [110]. They involve more unknowns (14: e, ρ, vi, Pij, qi)
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than equations (5). The additional information needed is provided by the so-called consti-
tutive equations. First of all we assume the fluid to be in a state of local thermodynamic
equilibrium. This implies for a homogeneous fluid that two intrinsic state variables are
sufficient to specify the thermodynamic state of the fluid. We chose as basic variables the
density ρ and the specific entropy s (entropy per unit of mass). We assume that a thermal
equation of state:

e = e(ρ, s) (17)

or in differential form:

de =

(
∂e

∂ρ

)

s

dρ +

(
∂e

∂s

)

ρ

ds (18)

has been determined from quasi-static experiments. Relationships between this equation
of state and other variables are provided by the thermodynamics. The temperature T and
the pressure p are introduced by the fundamental equation:

de = Tds− pd

(
1

ρ

)
(19)

which implies that:

T =

(
∂e

∂s

)

ρ

(20)

and:

p = ρ2

(
∂e

∂ρ

)

s

(21)

Furthermore as p = p(ρ, s) we have:

dp =

(
∂p

∂ρ

)

s

dρ +

(
∂p

∂s

)

ρ

ds. (22)

The speed of sound c = c(ρ, s) is defined as the thermodynamic variable:

c =

√√√√
(

∂p

∂ρ

)

s

. (23)

We will see later that indeed acoustic waves do propagate with this velocity.

In most applications which we consider, the fluid will be assumed to be an ideal gas,
so that:

p = ρRT (24)
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where R is the specific gas constant, the ratio R = kB/mw of the Boltzmann constant kB

and the mass mw of a gas molecule. It can be shown that for an ideal gas:

c2 = γRT (25)

where γ = cp/cv is the Poisson ratio of specific heat cp at constant pressure and specific
heat cv at constant volume:

cv =

(
∂e

∂T

)

v

(26)

and:

cp =

(
∂i

∂T

)

p

(27)

where i is the specific enthalpy defined by:

i = e +
p

ρ
. (28)

For an ideal gas it follows from those definitions that R = cp − cv.

In many cases we assume that the gas has a constant specific heat cv so that e = cvT .
Combining this assumption with the ideal gas law and the fundamental law of thermody-
namics (19), we find the equation of state:

p

p0

=

(
ρ

ρ0

)γ

exp
(

s− s0

cv

)
(29)

where the (ρ0, s0) is a reference state at which the pressure is p0. For an isentropic flow
(s− s0) = 0 we recover the more familiar equation (p/p0) = (ρ/ρ0)

γ.

As we assume local thermodynamic equilibrium, it is logical to assume that the trans-
port processes are determined by linear functions of the gradients of the flow variables
([104], [102], [4], [110]). This corresponds to a so-called Newtonian behaviour for the stress
tensor Pij. We introduce the viscous stress tensor τij defined by:

τij = −(Pij − pδij) (30)

where δij = 1 for i = j and zero otherwise. For a Newtonian fluid, the viscous stress τij is
given by:

τij = 2η(Dij − 1

3
Dkkδij) + µvDkkδij (31)

where Dij is the rate of strain tensor defined by:

Dij =
1

2

(
∂vi

∂xj

+
∂vj

∂xi

)
(32)

10



which is the symmetric part of the tensor ∇~v. The bulk viscosity µv is taken to be zero
according to Stokes hypothesis for a fluid in thermodynamic equilibrium. The dynamic
viscosity η is a function of the thermodynamic state of the fluid. For an ideal gas η is a
function of the temperature. A typical empirical relationship is for air at ambient condi-
tions:

η

η0

=
(

T

T0

)0.75

. (33)

While the assumption of local thermodynamic equilibrium is a reasonable first approxima-
tion, many examples of significant deviations are observed in acoustics. Due to the finite
relaxation time of rotational degrees of freedom of molecules the absorption of sound is in
air much larger than expected when µv = 0.

The equivalent approximation for the heat flux is Fourier’s law:

qi = −K

(
∂T

∂xi

)
(34)

where K is the heat conductivity which for an ideal gas is also a function of the tempera-
ture only. It is convenient to introduce the kinematic viscosity ν and the heat diffusivity
a, which are the diffusion coefficients for respectively momentum transport:

ν = η/ρ (35)

and for heat transport:

a = K/(ρcp) . (36)

Following elementary kinetic theory of gasses those diffusion coefficients are propor-
tional to the product of a thermal velocity and of the mean-free path for the particular
transport process (memory distance). A typical thermal velocity is the speed of sound. The
ratio of the two diffusion coefficients is called the Prandtl number Pr = ν/a. For ambient
air Pr = 0.72 is almost constant, indicating that both heat and momentum transport are
controlled by the same molecular collisional processes.

2.3 Entropy equation

As the entropy is a convenient state variable we now combine the energy conservation law
with the second law of thermodynamics and we subtract from the energy equation the me-
chanical energy conservation law (the scalar product of ~v and the momentum conservation
law) to obtain an equation for the entropy [110]:

ρT
Ds

Dt
= −∇ · ~q + ~~τ : (∇~v) + Qw (37)
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Using the fact that ~~τ : (∇~v) = 1
2
~~τ :

~~D we can re-write this equation as:

ρT
Ds

Dt
−Qw + T∇ ·

(
~q

T

)
= −

(
~q

T

)
· ∇T +

1

2
~~τ :

~~D (38)

in which the right hand term corresponds to irreversible heat conduction and viscous
dissipation. As the right hand side of the equation is always positive we can verify that
deviation from an reversible process leads to an increase of entropy as we expect from the
laws of thermodynamics.

When Qw = 0, heat transfer and dissipation are negligible the entropy equation reduces
to:

Ds

Dt
= 0 (39)

we call a flow satisfying this equation: isentropic. When the fluid is uniform (we have
initial conditions with uniform entropy) and the flow is isentropic, the entropy is uniform
and constant (ds = 0). We call such a flow homentropic.

In subsonic flows, at low Mach numbers (M = U0/c0 ¿ 1) and high Reynolds numbers
(Re = U0D/ν À 1), entropy production is due to combustion, condensation, ... processes.
When the flow is laminar, heat conduction and dissipation are limited to thin boundary
layers. In turbulent flows, kinetic energy is very efficiently dissipated by a transfer of
energy from large scales towards small (viscous dominated) scales. However the kinetic
energy density 1

2
ρv2, of the flow is only a fraction M2 of the specific internal energy e(ρ, s),

and the entropy production by viscous dissipation is usually neglected. The significance of
this dissipation for the production of sound in subsonic turbulent flows is subject to some
controversy[84], but it is certainly quite small compared to other sources of sound.

In supersonic flows (M = U0/c0 > 1), the kinetic energy density of the flow will by
definition be large. Viscous dissipation involves large entropy production and temperature
gradients in boundary layers on walls. The appearance of shock waves, which are in nature
essentially non-isentropic even in the frictionless limit (Re À 1), involves specific sound
production mechanisms. Of course such effects become even more significant in hypersonic
flows(M À 1).

In summary:

- a high Reynolds number non-reacting gas flow is in first approximation isentropic
(Ds/Dt = 0). Deviations occurring in boundary layers and turbulent flow regions
remain small unless a temperature gradient is imposed by the boundary conditions.
An homentropic flow is often a reasonable model.

- in supersonic flows, even if the bulk of the flow is isentropic, viscous dissipation is an
essential source of entropy in boundary layers and shock waves. Deviations from an
homentropic flow are essential.
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2.4 Boundary conditions

The boundary conditions for a fluid at a solid impermeable wall with velocity ~vw and
temperature Tw are, in the continuum approximation:

~v = ~vw (40)

and:
T = Tw (41)

The first condition expresses the fact that due to viscosity the fluid sticks to the wall. The
second condition is the continuity of temperature.

2.5 Vorticity and potential flows

In the absence of sources (Qw = 0) when friction and heat transfer are negligible the flow
is isentropic:

Ds

Dt
= 0 (42)

If we further assume an homogeneous fluid then (∇s = 0) the flow is homentropic. In
a frictionless approximation, the momentum conservation law reduces to the equation of
Euler:

ρ
D~v

Dt
= −∇p + ~f . (43)

It is important to realize that if we neglect friction we have to admit the existence of
a finite slip velocity tangential to the wall. The boundary condition ~v = ~vw for a rigid
impermeable wall is replaced by ~n · ~v = 0, where ~n is the outer unit normal to the wall.

We now derive from these equation the Bernoulli equation for an unsteady compressible
flow. We introduce for convenience the specific enthalpy i defined by:

i = e +
p

ρ
. (44)

Using the fundamental laws of thermodynamics we find:

di = de +
1

ρ
dp + p d

(
1

ρ

)
= Tds +

1

ρ
dp (45)

Which implies that for an homentropic flow (∇s = 0) we have ∇p
ρ

= ∇i and the equation
of Euler can be write as:

D~v

Dt
=

∂~v

∂t
+ (~v · ∇)~v = −∇i +

~f

ρ
. (46)

The convective acceleration term can be split into a gradient term (acceleration along the
stream- line) and a Coriolis acceleration due to the rotation of the fluid particle [101]:

(~v · ∇)~v =
1

2
∇|~v|2 + (~ω × ~v) (47)
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where ~ω is the vorticity of the velocity field:

~ω = ∇× ~v . (48)

Substitution into the equation of Euler yields the Crocco’s form of the equation of motion:

∂~v

∂t
= −∇B − (~ω × ~v) +

~f

ρ
(49)

where we have defined the total enthalpy B as:

B = i +
v2

2
. (50)

For an irrotational flow (~ω = ∇× ~v = 0) we can introduce a potential:

~v = ∇ϕ (51)

or in integral form:

ϕ2 − ϕ1 =
∫ ~x2

~x1

~v · d~x

we call such a flow a potential flow ([94], [4], [86], [101], [64], [2]). If we further assume that
~f
ρ

= −∇Φf we can then integrate the equation of movement and we obtain the equation
of Bernoulli:

∂ϕ

∂t
+ B + Φf = g(t) (52)

The function g(t) is determined by the boundary conditions.

3 Lighthill’s analogy

Aeroacoustics is the art of predicting sound generation by flows. In principle acoustical
waves are an intrinsic part of the flow. One could therefore consider simply the solution of
the equations describing the flow. As the flow equations described in the previous section
are non linear and are therefore extremely difficult to solve, one therefore has to seek for
suitable approximations.

In figure 3, we see schlieren flow visualization of self-sustained oscillations of an under-
expanded supersonic jet. Due to the under-expansion, expansion waves are formed at both
sides of the flow-exit to adapt the pressure in the jet to the environment. The intersection
of those expansion waves in the middle of the jet flow results into an overexpansion. At
the edges of this overexpansion zone the expansion waves reflect, as compression waves,
at the shear-layer separating the jet from the environment (one on each side of the jet).
The interaction of these two compression waves results into a compression of the jet above
the environment pressure. The process is then repeated. This results into the oscillatory
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Figure 3: Schlieren flow visualization of self-sustained oscillation of an under-expanded free
jet.
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pattern of the steady flow. As compression waves tend to steepen up, shock waves are
formed. The jet oscillation is due to a feedbackloop. Interaction of vortices in the shear
layer of the jet with the standing shock-waves results into a radiation of sound waves.
These waves cannot travel upstream within the jet because the jet is supersonic. However
the surrounding air is stagnant. The acoustic waves expand radially into this stagnant air
and reach the flow exit. This perturbation of the flow triggers the formation of a vortex as
a result of the instability of the shear layer separating the jet flow from the environment.
This vortex is convected downstream by the jet and interacts with the shock.

The picture shows a striking difference between the very complex jet flow with its
waves, vortices and turbulence and the relatively simple acoustic wave propagation in
the surrounding air. We therefore will consider two different approximations, one for the
“wave” region outside the jet and one for the “source” region in the jet. We would like
to establish a relationship between those two approximations. In the example of the free
jet discussed above it will appear that the outer flow is reasonably described as a linear
inviscid and isentropic perturbation of a uniform stagnant fluid. We will call further the
uniform stagnant fluid a quiescent fluid. We will introduce this approximation by using
the so-called aeroacoustical ”analogy” of Lighthill.

We take the time derivative of the mass conservation law (9):

∂2ρ

∂t2
+

∂2ρvi

∂t∂xi

= 0. (53)

and subtract from it the divergence of the momentum equation (13):
(

∂2ρvi

∂xi∂t
+

∂2ρvivj

∂xi∂xj

)
= − ∂2Pij

∂xi∂xj

+
∂fi

∂xi

. (54)

to obtain the exact equation:

−∂2p

∂x2
i

=
∂2(ρvivj − τij)

∂xi∂xj

− ∂fi

∂xi

− ∂2ρ

∂t2
. (55)

This equation has no simple physical meaning. When however we add on both sides the
term 1

c20

∂2p
∂t2

we obtain a non-homogeneous wave equation which is called the analogy of

Lighthill:
1

c2
0

∂2p

∂t2
− ∂2p

∂x2
i

=
∂2(ρvivj − τij)

∂xi∂xj

− ∂fi

∂xi

+
1

c2
0

∂2p

∂t2
− ∂2ρ

∂t2
. (56)

This equation is valid for any value of the velocity c0. One could introduce here the
velocity of propagation of light in vacuum! With such a choice for c0 the equation is rather
meaningless. The equation becomes interesting when we use here the speed of sound c0 in
the reference quiescent state (ρ0, s0) of the fluid surrounding a listener. We furthermore
introduce deviations from this reference state:

ρ′ = ρ− ρ0 , (57)
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p′ = p− p0, ... (58)

to obtain:
1

c2
0

∂2p′

∂t2
− ∂2p′

∂x2
i

=
∂2(ρvivj − τij)

∂xi∂xj

− ∂fi

∂xi

+
∂2

∂t2

(
p′

c2
0

− ρ′
)

. (59)

which is still exact because ρ0, p0 and c0 are constants. While the analogy of Lighthill is
exact, its power is that it forms a suitable starting point to obtain approximate solutions.
Furthermore the analogy provides a definition of the acoustical field in the presence of a
flow. When the right-hand terms in the analogy are negligible we have an homogeneous
wave equation. The solution of this equation is determined by initial or boundary con-
ditions (vibrating walls). In such cases we call the flow acoustical. Aero-acoustics is the
study of flow conditions in which the right hand side of the analogy is the most important
source of sound. We will later consider alternative to this analogy such as the vortex-sound
theory.

4 Acoustics of a quiescent fluid

4.1 Wave equation

We now consider the behaviour of small perturbations of a uniform stagnant fluid (~v0 = 0).
We assume that friction and heat transfer are negligible. In that case the linearized mass
conservation equation is:

∂ρ′

∂t
= −ρ0

∂v′i
∂xi

(60)

and the corresponding momentum equation is:

ρ0
∂v′i
∂t

= − ∂p′

∂xi

+ fi . (61)

The energy equation becomes:
∂s′

∂t
=

Qw

ρ0T0

(62)

and the equation of state (22) can therefore be written as:

p′ = c2
0ρ
′ +

(
∂p

∂s

)

ρ

s′ . (63)

Taking the time derivative of the linearized mass conservation law (60) and subtracting the
divergence of the linearized momentum equation (61) we eliminate the velocity v′i. Using
the equation of state (63) we eliminate the density ρ′ and obtain:

1

c2
0

∂2p′

∂t2
− ∂2p′

∂x2
i

=
1

c2
0

(
∂p

∂s

)

ρ

∂2s′

∂t2
− ∂fi

∂xi

. (64)
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or:
1

c2
0

∂2p′

∂t2
− ∂2p′

∂x2
i

=
1

ρ0c2
0T0

(
∂p

∂s

)

ρ

∂Qw

∂t
− ∂fi

∂xi

. (65)

We see that unsteady heat productions and non-uniform force fields are sources of sound.
If we neglect those sound sources we have the homogeneous wave equation:

1

c2
0

∂2p′

∂t2
− ∂2p′

∂x2
i

= 0 . (66)

4.2 Elementary solutions

The homogeneous scalar wave equation (66) satisfies the plane wave solution of d’Alembert:

p′ = F (~n · ~x− c0t) (67)

where ~n is the unit vector in the direction of propagation and F is a function which is
determined by initial and boundary conditions. If we consider harmonic waves with a
frequency f and a corresponding angular velocity ω = 2πf we can write the solution in
the complex notation:

p′ = A exp[i(ωt− ~k · ~x)] (68)

where A is the amplitude, ~k is the wave vector (in the direction of propagation) and has the

magnitude k0 = |~k| = ω/c0. The corresponding velocity field ~v′ is obtained by substitution
of the solution in the momentum conservation law (61) we find after integration over the
time:

~v′ = ~n
p′

ρ0c0

. (69)

Another elementary solution is a spherical symmetrical wave field with ~y as origin. The
mass conservation law can be written as:

r2∂ρ′

∂t
= −ρ0

∂r2v′r
∂r

(70)

and the radial component of the momentum equation as:

ρ0
∂v′r
∂t

= −∂p′

∂r
(71)

where r = |~x− ~y|. The corresponding wave equation is:

1

c2
0

∂2rp′

∂t2
− ∂2rp′

∂r2
= 0 (72)

for which we have the solution of d’Alembert:

p′ =
1

r
[F (r − c0t) + G(r + c0t)] . (73)
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The function F corresponds to an outgoing wave while G corresponds to a converging
wave. In free field conditions there are no converging waves, so that: G = 0. For harmonic
spherical waves in free space we have the solution:

p′ =
A

r
exp[i(ωt− k0r)] (74)

with k0 = ω/c0 and where A is an amplitude determined by boundary conditions. The
velocity field v′r is obtained by substitution of the solution (74) into the momentum con-
servation law (71):

v′r =
p′

ρ0c0

[
1 +

1

ik0r

]
. (75)

We can distinguish two limit behaviour,

• an incompressible radial flow in the near field k0r << 1 around the origin:

v′r ∼
1

r2
(76)

and

• a quasi-plane wave behaviour in the far field k0r >> 1:

v′r '
p′

ρ0c0

. (77)

In the near field the wave propagation effect are negligible and due to the singularity of
the solution, in the neighborhood of r = 0, the wave equation can locally be approximated
by the equation of Laplace ∂2p′/∂x2

i = 0 which describes an incompressible flow.

In the far field we have:
∂p′

∂r
' − 1

c0

∂p′

∂t
(78)

which corresponds to the behaviour of plane waves propagating in the positive r-direction.

4.3 Acoustical energy and acoustical impedance

It is convenient to discuss the acoustical energy generated by a source. If we consider a
linear perturbation of a quiescent reference fluid we can use the energy equation derived by
Kirchhoff ([65], [76]). We neglect friction and heat transfer. We start from the linearized
mass conservation law:

∂ρ′

∂t
+ ρ0

∂v′i
∂xi

= Qm . (79)

In this equation we have added a mass source term Qm which is of course zero if we consider
the exact physical situation. The linearized momentum equation for an inviscid flow is:

ρ0
∂v′i
∂t

+
∂p′

∂xi

= fi . (80)
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We have assumed that the mass injection is carried out in such a way that it is not
associated with an injection of momentum. A linear approximation implies of course that
both Qm and fi should be somehow “small”. We eliminate the density fluctuations by
using the equation of state p′ = c2

0ρ
′ +

(
∂p
∂s

)
ρ
s′ and equation 62. We obtain:

1

c2
0

∂p′

∂t
+ ρ0

∂v′i
∂xi

= Qm +
1

ρ0c2
0T0

(
∂p

∂s

)

ρ

Qw . (81)

We multiply the mass conservation law by p′/ρ0 and add the inproduct of the momentum
equation with v′i. We further assume for simplicity that Qw = 0. We find:

∂E

∂t
+

∂Ii

∂xi

= p′
Qm

ρ0

+ v′ifi (82)

where the acoustical energy E is defined by:

E =
1

2

(p′)2

ρ0c2
0

+
1

2
ρ0|~v′|2 (83)

and the intensity ~I is defined by:
Ii = p′v′i . (84)

A problem with this equation is that it involves second order quantities in the pertur-
bations p′ and v′i, while we used as starting point the linearized conservation laws in which
such terms were neglected. It appears after a more careful analysis that this definition of
the acoustical energy is correct up to the third order in the perturbations for a quiescent
reference state [65]. When the reference fluid is not uniform or there is a mean flow, there
is some arbitrariness in the definition of the acoustical field and of the corresponding acous-
tical energy. Discussions of generalization of the acoustical energy concept are provided by
Pierce [90] and Myers [75].

When using the equation for the energy in complex notation one should realize that
for harmonic perturbations the average of the acoustical energy < E >= 1

T

∫ T
0 Edt, over

an oscillation period T , is constant. Hence the acoustical energy equation becomes after
averaging over one oscillation period:

∂ < Ii >

∂xi

=< p′
Qm

ρ0

> + < v′ifi > . (85)

When using the complex notation:

p′ = Re[p̂ exp(iωt)] (86)

we find for the average of the intensity:

< Ii >= ω
2π

∫ 2π/ω
0 p′v′idt = ω

2π

∫ 2π/ω
0 (Re[p̂] cos ωt− Im[p̂] sin ωt)(Re[v̂i] cos ωt− Im[v̂i] sin ωt)dt =

= 1
2
(Re[p̂]Re[v̂i] + Im[p̂]Im[v̂i]) = 1

4
[p̂∗v̂i + p̂v̂i

∗]
(87)
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where p̂∗ denotes the complex conjugate of the amplitude p̂.

We are often interested in the sound radiated out of a control surface S with outer nor-
mal ni. If we assume a locally reacting surface the most general linear boundary condition
on the surface is given for harmonic waves by the impedance Z:

Z(ω) =
p̂

niv̂i

. (88)

While an impedance condition is easy to implement in the Fourier domain, in the time
domain it will in general involve a convolution corresponding to memory effects. In order
to stress the fact that the impedance is defined in the Fourier domain we have written Z(ω).

Using the concept of impedance, we find that:

< Ii >=
1

2
Re[Z]|v̂i|2 . (89)

The real part of the impedance of a surface provides therefore information about acoustical
energy transport trough the surface. We call the real part of the impedance the resistance.
The imaginary part is an inertance, which induces a phase delay in the reaction of the
surface to an imposed acoustical flux. In free space the acoustical impedance of a plane
normal to the direction of propagation of a plane wave is ρ0c0, we call this the characteristic
impedance of the medium.

The integral formulation of equation (85) applied to a control volume V enclosed by a
surface S with outer normal ~n is:

∫

V

∂ < Ii >

∂xi

dV =
∫

S
< Ii > nidS =

∫

V
(< p′

Qm

ρ0

> + < v′ifi >)dV . (90)

The right hand side of this equation corresponds to the acoustical power generated by the
sources within the control volume V .

4.4 Range of validity of acoustical approximation

Acoustics was originally the study of sound waves propagating in ambient air and having
frequencies within the audio-range 20 Hz< f < 20 kHz. We restrict ourselves to this range.
The dynamical range of our ear is so large that sound levels are measured on a logarithmic
scale. The sound pressure level (SPL), measured in dB, is defined by:

SPL = 20 log10

(
p′rms

pref

)
(91)

with pref = 2 × 10−5 Pa in gasses (pref = 10−6 Pa in liquids). The reference level corre-
sponds to the threshold of hearing for harmonic sound at f = 1 kHz. For ambient pressure
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this corresponds to the thermal noise due to fluctuations
√

N in the average number N of
molecules colliding with our hear drum within 0.5 ms (N = O(1020)). At the threshold
of pain SPL = 120 dB the pressure amplitude is only p′rms = 20 Pa. This is a fraction
2 × 10−4 of the atmospheric pressure p0 = 105 Pa. It seems therefore quite reasonable
to consider a linearized theory. In a liquid the relevant quantity is the ratio of density
fluctuation and of mean density ρ′/ρ0 = p′/(ρ0c

2
0), in which ρ0c

2
0 is the internal pressure of

the fluid which determines its compressibility. For plane waves we have following equation
(69) ρ′/ρ0 = v′/c0. So that linearization is allowed when the acoustical Mach number v′/c0

is small. Typically we have ρ0c
2
0 = 109 Pa in water and ρ0c

2
0 = 107 Pa in liquid alkanes.

Hence the linear approximation remains in liquid valid for quite high pressure fluctuations.

If we consider the analogy of Lighthill, in acoustics we neglect the Reynolds stress
term ρvivj this can now be justified by comparing this term in the wave region with the
pressure fluctuations p′. Using the plane wave relationship (69) niv

′
i = p′/(ρ0c0) we find

ρvivj/p
′ ∼ p′/(ρ0c

2
0). This seems to justify the fact that we neglect this term in acoustics.

One should however be careful, because when considering long distances of propagation
even a weak acoustic wave can be significantly disordered by non-linear wave steepening.
This is due to the fact that the effective propagation velocity of a simple wave2 is niv

′
i + c

rather than c0. At the compression side p′ > 0 of a wave the velocity v′ini = p′/(ρco) is
larger than at the expansion side p′ < 0 were the convective velocity is opposite to the wave
propagation direction. Furthermore as c =

√
γRT in an ideal gas the speed of sound is

larger for p′ > 0 than for p′ < 0 3. For a plane wave if we neglect visco-thermal dissipation,
a shock wave is formed after a distance xs given by:

xs =
2γp0c0

(γ + 1)
(

∂p
∂t

)
x=0

(92)

In brass instruments such as trombones the pipe length is typically of the order of xs at
fortissimo playing levels [44]. The shock waves generated at fortissimo level are responsible
for the characteristic brassy sound. This effect is enhanced by playing with a longer tube
(higher position). Also in mufflers of combustion engines such shock waves are common.
The characteristic sounds which they produce are called “rasping sounds”. In spherical
waves the amplitude decreases proportionally to the distance r of propagation from the
origin. Non-linear wave propagation effects are only observed in very strong waves or for
very long travel distances. In particular in the propagation of aircraft engine noise in the
atmosphere non-linear propagation effects are essential [20].

We assume that the visco-thermal dissipation is negligible. An argument to justify this
is the comparison of (∂2τij/∂xi∂xj) with (1/c2

0)(∂
2p′/∂t2). For a plane simple wave we

find that the ratio of those terms is of the order of magnitude of ηk/(ρ0c0). For ambient

2Wave propagating without reflection into a uniform region.
3∆c/c0 = (1/2)(∆T/T0) = [(γ − 1)/(2γ)]∆p/p0 with 5

3 ≥ γ > 1 for gases in general and γ = 1.4 for air
in particular.
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air we have η/ρ0 ' 1.5 × 10−5m2s−1, c0 ' 340ms−1. At audio frequencies we have in
air 0.3m−1 < k < 3000m−1. We therefore have 10−8 < ηk/(ρ0c0) < 10−4. Viscosity is
negligible for propagation over a few acoustical wave length. As Pr = 0.72, heat transfer
can also be neglected. Hence the flow is in good approximation isentropic p′ = c2

0ρ
′. From

our simple order of magnitude estimate we see that dissipation will be more important
for high frequencies (high values of k) than at low frequencies. This corresponds to our
common experience that aircraft noise is dominated by low frequencies when we hear it
from large distances (10 km). This is in contrast with the sharp sound which we hear close
to the aircraft at the airport.

As mentioned already in section 2.2 this order of magnitude estimate does not take into
account deviations from local thermodynamic equilibrium (bulk viscosity effects) which are
quite significant [90].

In a pipe, the dissipation is determined by viscothermal dissipation at the walls, which is
often much larger than the dissipation in the bulk of the flow. For plane wave propagation
in a pipe of cross-sectional area S and of cross-sectional perimeter Lp we have in the range

(S/Lp >>
√

η/(ρ0ω) an exponential damping p′ ∼ exp[−αx] with ([74], [89], [98]):

α =
Lp

2Sc0

√
ωη

2ρ0

(
1 +

γ − 1√
Pr

)
. (93)

For woodwind instruments such as the clarinet, the visco-thermal damping in the pipe is
a more important energy loss than sound radiation! For air at atmospheric pressure and
room temperature η

ρ0
= 1, 5× 10−5 m2/s. We have for a pipe diameter of 2 cm at 400 Hz

a value α = 0.05 m−1. So that for a pipe length of 60 cm, the wave losses 7% of its am-
plitude in one round trip. This means that a frictionless theory is a reasonable first order
approximation, but certainly not an accurate theory to describe the acoustical response of
such instruments.

4.5 Acoustical field of a harmonically pulsating or translating
sphere

As an example of simple acoustical source we consider an harmonically pulsating sphere
in free space. The radius a of the sphere is given by:

a = a0 + â exp[iωt] (94)

We assume that ωâ << c0 so that we can applied linear acoustics. The pulsation generates
spherical waves (equation (74)):

p′ = p̂ exp[iωt] =
A

r
exp[−ik0r] exp[iωt] . (95)
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The corresponding velocity field v̂r is given by the momentum equation (71):

v̂r = − 1

iωρ0

∂p̂

∂r
(96)

which yields equation (75):

v̂r =
p̂

ρ0c0

(
1 +

1

ik0r

)
. (97)

In linear approximation, we have as boundary condition on the surface of the sphere at
r = a0:

v̂r(a0) = iωâ . (98)

Substitution in equation (97) in combination with equation (95) yields:

p̂ = − ρ0ω
2a2

0â

r(1 + ik0a0)
exp[−ik0(r − a0)] . (99)

This corresponds to an impedance seen from the surface of the sphere given by (equation
(88)):

Z(ω) =
p̂(a0)

v̂r(a0)
= ρ0c0

ik0a0

1 + ik0a0

= ρ0c0
(k0a0)

2 + ik0a0

1 + (k0a0)2
. (100)

We see that when the sphere is large compared to the acoustical wave length k0a0 >> 1
it acts as a plane wall and sees the characteristic impedance ρ0c0 of the surrounding fluid.
In the opposite limit k0a0 << 1 we have:

Z(ω) = ρ0c0((k0a0)
2 + ik0a0) . (101)

We see that the real part of the impedance decreases as (k0a0)
2 so that a sphere small com-

pared to the acoustical wave length is a very inefficient source of sound. This is due to the
fact that the fluid velocity decreases fast v̂r ∼ r−2 as we move away from the surface of the
sphere. The fluid can easily escape from the compression. Most of the pressure build-up at
the surface is simply due to the inertia in an almost incompressible flow v̂r ' iωâ(a0/r)

2.
If there is no compression there is no acoustical energy involved because p̂ and v̂r are π/2
out of phase (equation (87)). Such a body small compared to the acoustical wave length, is
called “compact”. An example of such a pulsating sphere are the headphones of a portable
CD player or iPod. For frequencies corresponding to the most sensitive range of our ears
1 kHz< f < 4 kHz the acoustical wave length is much larger than the loudspeakers. We
do not hear those frequencies unless we plug the headphones into our ear. In that case,
we literally push directly on the ear-drum through an almost incompressible air cushion.
This stresses why this is a very dangerous device.

The inefficiency of compact vibrating objects becomes even more spectacular when we
consider oscillatory translation, without change of volume. An elementary example is the
translating rigid sphere. We assume that the velocity of the sphere is given by:

~vs = (U exp[iωt], 0, 0) (102)
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For comparison with the pulsating sphere we can assume U = iωâ, where â is the amplitude
of the oscillatory movement. The acoustical field around this object is found by considering
the spatial derivative of the field around a pulsating sphere taken in the direction x1 of the
translation. This is also a solution of the wave equation because:

∂

∂x1

(
∂2p′

∂t2
− c2

0

∂2p′

∂x2
i

)
=

∂2

∂t2

(
∂p′

∂x1

)
− c2

0

∂2

∂x2
i

(
∂p′

∂x1

) = 0. (103)

We have furthermore:
∂p′

∂x1

=

(
∂r

∂x1

)
∂p′

∂r
=

x1

r

∂p′

∂r
(104)

because r2 = x2
1+x2

2+x2
3 so that ∂r/∂x1 = x1/r. For an arbitrary position ~x in space we also

have x1/r = cos θ, where θ is the angle between the position vector ~x and the x1 direction.
The radial velocity of the sphere surface in direction θ is simply vr(a0) = U exp[iωt] cos θ
(see figure 4). Let us assume that the pressure field p̂ is given by:

Figure 4: Velocity normal to the surface of a sphere in the radial direction for a translation
~v = (U, 0, 0) in direction x1 is given by vr = U cos θ.

p̂ = A cos θ
∂

∂r

exp[−ik0r]

r
. (105)

We see by substitution of (105) into the radial momentum equation (96), that the velocity
dependence of v̂r(a0) = U cos θ on θ is correct. We find after some algebra the amplitude
A:

p̂ =
−iωρ0Ua3

0 cos θ

2(1 + ik0a0)− (k0a0)2

∂

∂r

exp[−ik0(r − a0)]

r
. (106)

In the limit of a compact sphere k0a0 << 1 this becomes:

p̂ = −1

2
(k0a0)

2ρ0c0U
a0 cos θ

r

(
1 +

1

ik0r

)
exp[−ik0r] . (107)
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Figure 5: Sound fields of pulsating and of translating spheres.

The corresponding acoustical impedance at the surface of the sphere is:

Z(ω) =
p̂

v̂r

' 1

4
ρ0c0

[
2ik0a0 + i(k0a0)

3 + (k0a0)
4
]

. (108)

and the radiated power < P > is given by:

< P >=
∫

S
< Ii > nidS =

4π

3
a2

0

1

2
Re[z]U2 =

π

6
a2

0(k0a0)
4U2 . (109)

We see that the radiated acoustical power is proportional to (k0a0)
4, which is a very

weak sound source!

The fact that the acoustic field of a sphere in oscillatory translation is the spatial
derivative of the field found for a pulsating sphere can be understood intuitively. The fluid
displaced at the front of the sphere can be though as being produced: a mass source. At
the same time the rear part of the sphere acts as a mass sink of equal strength. In principle
the acoustical field produced by the two sources would exactly cancel out in the far field if
there was no difference in travel time of the waves from the sources to the listener. This
difference in travel distance scales as a0 cos θ (see figure 5). When looking in the direction
normal to the translation θ = π/2 the two waves do indeed exactly cancel. The maximum
of sound radiation is in the direction of the translation. The real part of the impedance
is an order of magnitude (k0a0)

2 lower than for a pulsating sphere because the radiated
energy scales as the square of the pressure fluctuations in the far field < Ir >∼ |p̂|2/ρ0c0.
The limit process of taking the derivative of the pressure field corresponds furthermore to
the definition of a dipole: two sources of strength ±ṁ =

∫
V ± QmdV placed at a distance δ

from each other, which we consider in the limit (limδ→0 ṁδ) constant. To leading order the
far field of a pulsating compact object is described by a localized point source which we call
a “monopole”. Following the same nomenclature the far field of a rigid translating compact
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body is dominated by the “dipole” component of the field. If however we consider a tuning
fork, with two stems oscillating in opposite phase, the dipole term will cancel and we have
a “quadrupole”. Those concepts are illustrated in figures 6 and 7. In figure 7 we consider

Figure 6: Examples of object generating respectively monopole, dipole and quadrupole fields,
respectively: an oscillating bubble will change volume and create a monopole field, the
vibrating stem of a musical box and the vibrating tunning fork.

Figure 7: Monopole, dipole and quadrupole sources for water waves.

the surface waves generated by a small boat. When a person is jumping up and down in
the boat, the immersed volume varies and circular waves are generated around the boat.
This corresponds to a monopole field. When two persons play with a ball on the boat, the
reaction to the impulse they give to the ball drives a translation of the boat which gener-
ates a dipole field. When two persons are fighting in the boat we expect a quadrupole field.
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Figure 8: An acoustical dipole is associated with an oscillatory exchange of mass between
a source and a sink which is not possible without an external force acting on the flow.

The fact that the dipole field is associated with a force field is very fundamental. This
can be understood when considering two volume sources placed within a pipe of cross-
sectional area S at a distance δ from each other. As illustrated in figure 8, the momentum
of the fluid between the two sources is approximatively ṁδ = ρv1Sδ. For an harmonic
oscillation of this momentum an external force F1 = dṁδ/dt is needed. Hence such a
dipole field is always associated with a force acting on the fluid.

In the analogy of Lighthill (59) we indeed see that the source term corresponding to an
external force field fi has the character of a divergence ∂fi/∂xi and therefore is a dipole
field. We also note that a uniform force field does not produce sound because ∂fi

∂xi
= 0 in

such a case.

The second order derivatives ∂2ρvivj/∂xi∂xj will correspond to a quadrupole. The
term ∂2[(p′/c2

0)− ρ′]/∂t2 is a monopole field. We will discuss the mathematical aspects of
this nomenclature more in detail after we have introduced the Green’s function and the
integral formulation of the problem.

Before leaving this informal approach to the subject we would like to stress again the
importance of the ratio (k0a0) of the dimension of a source compared to the acoustical wave
length. We call this the compactness of the source. To illustrate this we consider in figure
9 the experiment of making waves with our hand at the water surface in a bath-tub. We
all know that if we move our hand very slowly, the water pushed at the front will simply
move around the hand towards the back without any significant production of wave. The
water escapes the “compression”. However when we move our hand fast, we can make
beautiful waves. By increasing the oscillation frequency we make the wave length of the
surface waves comparable to the size of our hand and increase (k0a0).

If we do not want to increase the frequency we should use a large plate to make water

28



-

+

0
0

2 a
ka

Moving faster decreases the wavelength

Figure 9: Making waves.

waves. This is exactly what we do when we listen to the sound of a tuning fork by pushing
it against a table. A minute fraction of the vibration energy is transferred to the table. As
this vibrating surface is large compared to the acoustic wave length (85 cm) the table is a
very effective acoustical radiator.

Strings of musical instruments do not radiate sound, they transfer vibration energy
to a body (violin, guitar,...) or a table of harmony (piano,...) which takes care of the
sound production. Typical in such instruments is that the pitch is determined by an
oscillator (string) which does not radiate sound. In woodwind instruments, the resonator
which determines the pitch (pipe) is also the radiator. However the oscillator and string
functions are separated by the fact that the oscillation occurs at low frequencies (102Hz).
Those low frequency waves are kept in the pipe and form standing waves. Those standing
waves drive the oscillation of the instrument and determine the pitch. The sound which we
hear is dominated by much higher frequencies (103 Hz) which are very efficiently radiated
at the pipe exit. We will show later (section 5.4) that this separation in low and high
frequency behaviours is due to the fact that the impedance of an open pipe termination is
essentially that of a monopole. The real part of the impedance of an open pipe termination
is Re(z) ' (k0a0)

2/4 (where a0 is the radius of the pipe cross-section).

4.6 Green’s function and integral formulation

In the previous section we considered the sound field generated by a pulsating sphere. We
called the acoustical field of a compact sphere a monopole field. We now consider the limit
of a point source. We call the sound field G(~x, t|~y, τ) observed at (~x, t) which has been
generated by a pulse δ(~x−~y)δ(t− τ) released at position ~y and time τ , a Green’s function.
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The delta function δ(x) is a generalized function defined by the property:
∫ ∞

−∞
F (x)δ(x)dx = F (0) (110)

for any well behaving function F (x). The Green’s function is a generalized function which
satisfies the non-homogeneous wave equation:

1

c2
0

∂2G

∂t2
− ∂2G

∂x2
i

= δ(~x− ~y)δ(t− τ) (111)

where δ(~x− ~y) = δ(x1 − y1)δ(x2 − y2)δ(x3 − y3). The Green’s function should satisfy the
causality conditions G = 0 and ∂G/∂t = 0 for any time t smaller than τ , because the
source has not yet been fired (initial conditions t ≤ τ). The Green’s function is further
determined by the linear boundary conditions which we impose. Those boundary condi-
tions can correspond to those of the actual acoustical field. In such a case we called it a
“tailored” Green’s function. This however is not necessary.

Using Green’s theorem the solution of the wave equation:

1

c2
0

∂2p′

∂t2
− ∂2p′

∂x2
i

= q(~x, t) (112)

can be written in the integral form:

p′(~x, t) =
∫ t+

−∞

∫

V
q(~y, τ)G(~x, t|~y, τ)dVydτ −

∫ t+

−∞

∫

S
[p′

∂G

∂yi

−G
∂p′

∂yi

]nidSydτ (113)

where ni is the outer normal on the surface S enclosing the volume V . Please note that
in the derivation of this integral equation we made use of the reciprocity relationship has
been used [74]. Due to the symmetry of the wave operator and of the delta functions
with respect to an exchange of source and listener position we have the general reciprocity
principle:

G(~x, t|~y, τ) = G(~y,−τ |~x,−t) . (114)

When we exchange the listener and source position the listener time becomes −τ and
the source time −t because we want to keep the time difference |t − τ | constant but we
have to respect the causality condition (observer time greater than source time) 4. We
have −τ > −t because t > τ . In some cases, the reciprocity principle is very convenient to
calculate a Green’s function. When we release a sound wave from the far field towards a
complex compact object, we are considering the interaction of a plane wave (locally par-
allel flow) with the object. The acoustical pressure found at a point near the object is the
Green’s function for a source placed at that point and a listener in the far field(provided

4In the presence of a main flow, the direction of this flow has to be inverted in order to keep the travel
time of the waves constant when we exchange source and listener position. This leads to the concept of
reversed flow Green’s function introduced by Howe [51].

30



we have released a unit pulse). As the acoustical field is an inviscid flow we can use the
potential flow theory for incompressible flow in order to obtain the flow around a compact
object. This is much easier than calculating first the exact Green’s function for a point
near the object and then consider the far field approximation of this solution. Howe [51]
calls this approximation of the Green’s function the low frequency Green’s function.

The integral formulation is equivalent to the original differential equation but shows
the contribution of initial and boundary conditions explicitly. When the Green’s function
is tailored the surface integral vanishes, because it satisfies on S the same linear boundary
conditions as p′. When we use a different boundary condition for the Green’s function and
p′, the surface integral represents the effect of reflections of the Green’s function at the
surface.

We often will use the free space Green’s function G0. In order to calculate G0 we use
the Fourier transform:

G0 =
∫ ∞

−∞
Ĝ0 exp[iωt]dω (115)

and its inverse:

Ĝ0 =
1

2π

∫ ∞

−∞
G0 exp[−iωt]dt . (116)

We known that the source is not directive and we expect therefore spherical symmetric
waves:

Ĝ0 =
A

r
exp[−ik0r] (117)

where:
r = |~x− ~y| . (118)

Integrating the wave equation (111) over a spherical volume V of radius R around the
source position ~y yields:

∫

V
(k2

0Ĝ0 +
∂2Ĝ0

∂x2
i

)dVx = − 1

2π
exp[−iωτ ] (119)

in which we used
∫∞
−∞ δ(t − τ) exp[−iωt]dt = exp[−iωτ ] and k0 = ω/c0. The first term in

the integral is of order (k0R)2 and can be made negligible by choosing a compact control
volume 5. Applying the theorem of Gaus

∫
V ∇ · (∇G)dVx =

∫
S(∇G) · ~ndS and using the

symmetry of the solution and (∂Ĝ0/∂xi)ni ' −A/R2:

∫

V

∂2Ĝ0

∂x2
i

dVx =
∫

S

∂Ĝ0

∂xi

nidSx ' −4πR2
(

A

R2

)
= −4πA (120)

we find:

Ĝ0 =
exp[−iω(τ + r

c0
)]

8π2r
. (121)

5This of course is the advantage of considering a Fourier component Ĝ0, because we do know the
corresponding wave number k0 and can define such a compact volume.
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The Fourier inversion of equation (121) yields:

G0 =
δ(τ − te)

4πr
. (122)

where te is the emission time:

te = t− r

c0

(123)

it is the time at which the sound that we hear now (at t in ~x) has been emitted at position
~y. We note that as the Green’s function G0 is only dependent on r = |~x − ~y| it satisfies
the symmetry property:

∂G0

∂xi

= −∂G0

∂yi

(124)

because ∂r/∂xi = (xi − yi)/r = −∂r/∂yi. In words we see that in free space moving the
gun used to release the pulse towards the listener is equivalent to moving the listener in
opposite direction, towards the gun.

In general a Green’s function does not satisfy such a simple symmetry relationship.

4.7 Multipole expansion

As a first example of the use of Green’s function we propose now a more formal discussion
of the concepts of monopole, dipole and quadrupole which we have introduced intuitively
in section 4.5. We consider in free space a compact source region q(~y, τ) 6= 0 around ~y = 0
and an observer in the far field kr >> 1. The formal solution:

p′(~x, t) =
∫ t+

−∞

∫

V
q(~y, τ)G0(~x, t|~y, τ)dVydτ (125)

can be approximated by expanding G0 in a Taylor series around the origin ~y = 0:

p′(~x, t) =
∫ t+

−∞

∫

V
q(~y, τ)G0(~x, t|0, τ)dVydτ

+
∫ t+

−∞

∫

V
q(~y, τ)(

∂G0

∂yi

)~y=0yidVydτ

+
∫ t+

−∞

∫

V
q(~y, τ)

1

2
[

∂2G0

∂yi∂yj

]~y=0yiyjdVydτ + ... (126)

in which:

∂2G0

∂yi∂yj

yiyj =
∂2G0

∂y2
1

y2
1 +

∂2G0

∂y2
2

y2
2 +

∂2G0

∂y2
3

y2
3

+ 2
∂2G0

∂y1∂y2

y1y2 + 2
∂2G0

∂y2∂y3

y2y3 + 2
∂2G0

∂y3∂y1

y3y1 . (127)
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Using the symmetry relationship (124) we can replace all the derivative with respects to
the source coordinate by derivatives with respect to the listener coordinate ∂G0/∂yi =
−∂G0/∂xi. As the integration is carried out over the source coordinate we can take the
space derivative with respect to the listener coordinate out of the integral. Furthermore we
use the far field approximation ∂/∂xi ' −∂/c0∂t (equation (78)). Using the filter property
of the delta function in the Green’s function (122) we can carry out the time integration
to obtain:

p′(~x, t) ' 1

4π|~x|
∫

V
q(~y, te)dVy

+
xi

4π|~x|2
∂

c0∂t

∫

V
q(~y, te)yidVy

+
xixj

4π|~x|3
∂2

c2
0∂t2

∫

V
q(~y, te)

yiyj

2
dVy + ... (128)

where te = t − |~x|/c0 is the emission time. The first term corresponds to a concentra-
tion of the source into a monopole. The second term is the dipole correction. The third
term is the quadrupole correction. It is easily verified that for a spatially limited source
region in which q = −∂fi/∂xi, the monopole source term vanishes because the integral∫
V (∂fi/∂xi)dV =

∫
S(fini)dS = 0 when S is a surface enclosing the source region on which

fi = 0. In that case the dipole becomes the leading order term.

It seems now quite obvious that non-linear convective terms and viscous stress corre-
spond in the analogy of Lighthill to a quadrupole field (∂2(ρvivj − τij)/∂xi∂xj), external
forces to a dipole field (−∂fi/∂xi) and deviations from an isentropic flow correspond to a
monopole field (∂2((p′/c2

0) − ρ′)/∂t2). A typical entropy fluctuation is found in unsteady
combustion. The change in rate of the expansion of the gasses due to the unsteadiness of
the combustion is clearly a monopole sound source. We should however be very careful.
Entropy differences do not always result into monopole fields. A careful analysis by Morfey
[72] and Obermeier [84] has shown that in a hot air jet in cold air the heat transfer does not
result into a monopole sound source because it is not associated to a net volume change.
A monopole field is only found when the gas in the jet has a different Poisson ratio γ than
the surrounding gas. The problem of the interpretation of the source terms, is illustrated
by considering an alternative formulation of Lighthill’s analogy. Starting from the exact
equation (55) we could had written a wave equation for the density perturbations ρ′ rather
than for the pressure perturbations p′. In order to do that we add on both sides of the
equation the term −c2

0∂
2ρ′/∂x2

i . We would then had obtained the equally exact form of
the analogy of Lighthill:

∂2ρ′

∂t2
− c2

0

∂2ρ′

∂x2
i

=
∂2(ρvivj − τij)

∂xi∂xj

− ∂fi

∂xi

+
∂2(p′ − c2

0ρ
′)

∂x2
i

(129)

in which the deviation from the isentropic behaviour has now a quadrupole character...!
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We have reached the roots of “aero-acoustics”. As long as we consider analogies as exact
equations any variable can be used to describe the acoustical field. They are all equivalent.
However then the analogy is simply a reformulation of the exact conservation law which
must be completed with all the other equations discussed in section (2). It does not provide
new information by itself. We use the analogies to introduce approximations. In that case
we see that depending of the type of application considered a certain variable will provide
a better basis for an intuitive approach than another. Clearly, when considering sound
production by unsteady combustion, we should use p′ rather than ρ′. When considering the
sound produced by bubbly liquid the density fluctuations ρ′ will provide more insight than
the pressure fluctuations p′. We will see later that when we consider the sound produced
by vortices the fluctuation in total enthalpy B′ has some advantages as aero-acoustical
variable.

4.8 Doppler effect

We can use the Green’s function formalism to determine the effect of the movement of a
source on the radiated acoustical field. We consider a point source (a monopole):

q(~x, t) = Q(t)δ(~x− ~xs(t)) (130)

where ~xs(t) is the position of the source. For free field conditions we have:

p′(~x, t) =
∫ t+

−∞

∫

V

Q(τ)δ(~y − ~xs(τ))δ(τ − te)

4π|~x− ~y| dVydτ (131)

with te = t− |~x− ~y|/c0. After carrying the spatial integration we find:

p′(~x, t) =
∫ t+

−∞

Q(τ)δ(t− τ − |~x−~xs(τ)|
c0

)

4π|~x− ~xs(τ)| dτ . (132)

This is an integral of the type:
∫ ∞

−∞
F (τ)δ(H(τ))dτ =

F (te)

|dH
dτ
|τ=te

(133)

where τ = te correspond to roots of H(τ) = 0 6. We assume for simplicity only a single
root. The factor |dH/dτ | is due to the change of variable from τ to H(τ) needed to apply
the property of the delta function (110). The absolute value corresponds to the change in
sign of the boundaries of the integral when dH/dτ < 0. In the particular case considered
we have:

H(τ) = t− τ − |~x− ~xs(τ)|
c0

(134)

so that:
dH

dτ
= −1 +

(xi − xsi)

c0|~x− ~xs|
dxsi

dτ
(135)

6With F (τ) = Q(τ)/(4π|~x− ~xs(τ)|)
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or:
dH

dτ
= −1 + Mr (136)

where Mr is the ratio of the component of the instantaneous velocity in the direction of
the observer to the speed of sound: the relative Mach number. We can therefore write for
the acoustic field:

p′(~x, t) =
Q(te)

4πr|1−Mr(te)| (137)

where the emission time te is the solution of the equation:

c0(t− te) = |~x− ~xs(te)| (138)

and r = |~x− ~xs(te)|.
It can be shown that for subsonic flows, this equation has a single root. When the source
moves supersonically along a curved path multiple solution can occur. In particular for a
curved path all the sound emitted along the path can reach the listener at a focal point at
the same time, this leads to the occurrence of super “bangs” of aircrafts [54].

The factor |1−Mr|−1 is called the Doppler effect. For a monopole sound source we see
that the amplitude of the sound reaching the listener is multiplied by the Doppler factor.
The frequency heard by the listener corresponds to dωte/dt. From equation (138) we find:

c0(1− dte
dt

) = −(xi − xsi(te))

|~x− ~xs(te)|
dxs

dte

dte
dt

(139)

or:
dte
dt

=
1

1−Mr(te)
(140)

we see that for a source with a constant frequency ω the listener will hear a frequency
multiplied by a Doppler factor.

Considering a compact object of volume V the sound source corresponding to the time
dependence of V and its path xs(t) is the monopole:

q (~x, t) =
∂2

∂t2
V δ (~x− ~xs(t)) .

The corresponding acoustical field is given by taking Q = V and taking the second deriva-
tive of (137):

p′ (~x, t) =
∂2

∂t2

(
V (te)

4πr|1−Mr(te)|

)

which implies that for Mach numbers close to unity, the movement of an object with a
fixed volume V produces sound. In the far field approximation for Mr < 1 we have:

p′(~x, t) =
V

4πr(1−Mr)4





d2Mr

dt2e
+

(
(dMr)

dte

)2

|1−Mr|





.
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We call this thickness sound.

Another example is a moving point force:

fi = Fi(t)δ(~x− ~xs(t)) (141)

which correspond to the source:

q = −∂fi

∂xi

(142)

and the acoustical field:

p′(~x, t) = −
∫ t+

−∞

∫

V

∂Fi(τ)δ(~y − ~xs(τ))

∂yi

δ(t− τ − |~x−~y|
c0

)

4π|~x− ~y| dVydτ . (143)

Partial integration and using the symmetry property of the Green’s function (114) and
integrating over space yields:

p′(~x, t) = − ∂

∂xi

∫ t+

−∞
Fi(τ)

δ(t− τ − |~x−~xs(τ)|
c0

4π|~x− ~xs(τ)| dτ (144)

or:

p′(x, t) = − ∂

∂xi

(
Fi(te)

4πr|1−Mr(te)|

)
. (145)

In the far field approximation we obtain:

p′(~x, t) = +
xi − xis(te)

|~x− ~xs(te)|
∂

c0∂t

[
Fi(te)

4π|~x− ~xs(te)| · |1−Mr(te)|

]
(146)

which involves higher powers of the Doppler factor dte/dt. Even when a source is moving
at a uniform velocity, the Doppler effect can be quite complex depending on the nature
of the source. An example is the sound radiation of a pulsating sphere moving at a uni-
form velocity. Dowling [28] finds a Doppler factor for the amplitude of the radiated sound
(1−Mr)

−7/2 !

In free jets, sound is produced by the interaction of vortices which are convected with
the main flow. This results into a significant increase of radiated power in the streamwise
direction compared to the upstream direction.

4.9 Influence of walls

Walls have a considerable effect on the radiation of sound. Before we consider the acoustics
of internal flows (next section), we discuss as an introduction the effect of plane walls. We
start by considering the radiation of a monopole sound source placed at a distance h
from an infinitely extended rigid impermeable wall with outer normal ~n. In the acoustical
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Figure 10: Method of images applied to a monopole and a rigid wall. A rigid wall doubles
the radiated power when k0h << 1.

approximation the flow is inviscid, which implies that while the normal component ~v · ~n
vanishes at the wall the tangential component is arbitrary. Such a flow can easily be
constructed by using the method of images. We replace the actual problem with wall by
the flow induced in free space by the monopole plus its image in the wall (figure 10). By
reason of symmetry, in the plane of the wall the normal velocity component will vanish.
If we now consider a listener in the far field, he will hear a superposition of the direct
wave and the reflected wave (coming from the image). If the distance h is small compared
to the wave-length (k0h << 1) there will be a constructive interference and the pressure
p′(~x, t) will be twice the pressure found without wall. As the intensity radiated scales

as < |~I| >∼< |p′|2 > the power radiated P =
∫
S

~I · ~ndS will increase by a factor two.
The intensity is increased by a factor four but we radiate in half the universe, instead of
the whole free space. The increase in radiated power indicates clearly that the acoustical
power generated by a source is not only determined by the source but also by the radiation
impedance which it experiences. The work W performed by a volume injection at the rate
dV
dt

depends on the pressure build-up around the injection point: W =
∫

p′dV . For an
harmonic time dependence we have:

< P >=
ω

2π

∫ T

0
p′

dV

dt
dt . (147)

The pressure generated by the image doubles the acoustical pressure around the source
and therefore the power generated by the source. The presence of the wall makes it easier
to compress the air as it is easier to catch a fish swimming close to the bottom of the
river then far from the bottom. We leave as an exercise to the reader to calculate the
effect of placing a monopole sound source in a 90o corner between two rigid walls (figure
(11)). Further reduction of the radiation angle to increase the radiated power is what we
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Figure 11: Monopole in a corner.

Figure 12: Effect of a wall on dipole radiation depends on its orientation.

do when we place our hands around our mouth (forming a horn) to shout more efficiently.
The extreme case of shouting in a tube will be discussed in the next section.

Of course the impedance which a source needs in order to be efficient, depends on the
nature of the source. If we consider a dipole close to a rigid wall, we have to distinguish
the case of a dipole normal to the wall from the case of a dipole parallel to the wall. As
shown in figure (12) the dipole normal to the wall will form with its image a quadrupole. It
will therefore have a much weaker radiation than in free space. This is can be understood
when we realize that such a dipole is generated by a point force ~F . In order to perform
work this force needs a fluid displacement W =

∫ ~F · d~x =
∫ ~F · ~vdt. The acoustical power

produced by a harmonic source is < P >= (ω/2π)
∫ ~F · ~vdt. As ~v · ~n = 0 at the wall the

dipole normal to the wall cannot radiate efficiently. The dipole placed parallel to the wall,
will however see a doubling of the local flow velocity and this doubles the radiated power
(figure (12)).

In a similar way when a monopole is placed close to a surface of constant pressure
p′ = 0, it will have trouble to radiate. This explains why we do not hear much when a fish
comes to the surface and tries to speak to us.

4.10 Influence of a compact body on radiation

Sound production by turbulence in free space appears to have a quadrupole character
corresponding to the source term (∂2ρvivj/∂xi∂xj) in the analogy of Lighthill (59). This is
at low Mach numbers a very weak sound source. Usually the sound production is dominated
by the effect of walls on the radiation. We can obtain a qualitative insight into this effect
by considering a quadrupole sound source near a rigid compact cylinder. We can apply
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Figure 13: Effect of a cylinder on the radiation of a monopole and of a quadrupole.

the method of images to construct the resulting field. The acoustical flow field is locally
incompressible and we can apply the circle theorem of Milne-Thomson [69]. As shown in
figure 13 the image of a monopole sound source q placed at a distance r from the axis of a
cylinder of radius R is an equal monopole q placed at the inverse point on the same radius
as the original source, at a distance r′ = R2/r from the axis. In order to satisfy the no-flow
condition through the walls we have a second image of opposite strength −q placed on the
axis of the cylinder. In figure 13 we show an axial quadrupole consisting of a dipole near
the surface and a dipole far away. The image of the first dipole will form with its original
a quadrupole. The image of the second dipole will however be weak because of the effect
of the inversion. Hence this second dipole will now radiate independently of the first.
This explains qualitatively the influence of wall curvature on sound radiation. We therefore

understand why sharp edges strongly enhance turbulent sound radiation. This occurs for
example at the trailing edge of a wing profile (wind turbines, aircrafts, ventilators, ....) or
at our teeth (fricative sound production in speech).

We now propose a more formal approach [24] to understand this result. We start from
the analogy of Lighthill (129) in which we neglected external forces fi = 0 :

1

c2
0

∂2ρ′

∂t2
− ∂2ρ′

∂x2
i

=
1

c2
0

∂2Tij

∂xi∂xj

. (148)

with:
Tij = ρvivj − τij + (p′ − c2

0ρ
′)δij . (149)

In the integral formulation (113) this becomes:

p′ = c2
0ρ
′ =

∫ t+

−∞

∫

V

∂2(Tij)

∂yi∂yj

G(~x, t|~y, τ)dVydτ

− c2
0

∫ t+

−∞

∫

S

[
ρ′

∂G

∂yi

−G
∂ρ′

∂yi

]
nidSydτ . (150)
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We made use here of the fact that at the listener position p′ = c2
0ρ
′.

The partial derivatives in the volume integral can be moved from the source to the Green’s
function by partial derivation:

p′ =
∫ t+

−∞

∫

V

∂2G

∂yi∂yj

(Tij)dVydτ

+
∫ t+

−∞

∫

S
[G

∂(Tij)

∂yi

nj − (Tij)
∂G

∂yj

ni]dSydτ

− c2
0

∫ t+

−∞

∫

S
[ρ′

∂G

∂yi

−G
∂ρ′

∂yi

]nidSydτ . (151)

Using the definition Pij = pδij − τij and the momentum conservation law (13) we find:

p′ =
∫ t+

−∞

∫

V
(Tij)

∂2G

∂yi∂yj

dVydτ

−
∫ t+

−∞

∫

S
G

∂ρvi

∂τ
nidSydτ

−
∫ t+

−∞

∫

S
(Pij + ρvivj)

∂G

∂yj

nidSydτ . (152)

By means of partial integration, we now move the partial derivative with respect to τ from
(∂ρvi/∂τ) to the Green’s function. We use the symmetry relationship ∂G/∂τ = −∂G/∂t
(listening later is equivalent to shooting earlier). As the integral is carried out with τ as
variable we can move the time derivative ∂

∂t
out of the integral. In the particular case of

the free space Green’s function G0 we can also use the relationship ∂G0/∂yi = −∂G0/∂xi.
We can then move those space derivatives out of the integral. We can also carry out the
time integration by making use of the delta function in G0 = δ(τ − te)/(4πr). Using the
far field approximation ∂/∂xi = −∂/c0∂t we find the result of Curle:

p′(~x, t) =
xixj

4π|~x|2c2
0

∂2

∂t2

∫

V

[
Tij

r

]

τ=te

dVy

− 1

4π

∂

∂t

∫

S

[
ρvi

r

]

τ=te

nidSy

− xj

4π|~x|c0

∂

∂t

∫

S

[
Pij + ρvivj

r

]

τ=te

nidSy . (153)

When we limit ourselves to a fixed rigid body vi = 0 on the surface S so that we have:

p′(~x, t) =
xixj

4π|~x|2c2
0

∂2

∂t2

∫

V

[
Tij

r

]

τ=te

dVy

− xj

4π|~x|c0

∂

∂t

∫

S

[
Pij

r

]

τ=te

nidSy . (154)

The first integral is the sound production of the flow as it would be in the absence of the
body. We see that indeed the presence of the body introduces a dipole source. This should
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Figure 14: Monopole source placed between two parallel rigid walls radiated in critical
direction θ such that k0h cos θ = 2πn (n = 0, 1, 2...).

be associated with a force. For a compact body we can neglect the variation of the emission
time te over the surface an we have:

p′(~x, t) ' xixj

4π|~x|3c2
0

∂2

∂t2

∫

V
[Tij]τ=tedVy

− xj

4π|~x|2c0

∂Fj(te)

∂t
(155)

where Fj =
∫
S[Pij]τ=tenidSy is the instantaneous force which the fluid exert on the body.

5 Waves in pipes

5.1 Pipe modes

The method of images introduced in section 4.9 can also be used to understand the be-
haviour of a monopole source placed within a duct. As we see from figure 14 the images of
a source placed on the symmetry axis of a channel, between two rigid walls, is an infinite
row of images placed a distance h from each other (where h is the channel height).

In the far field waves from the source array (original source and its images) will add.
We now consider a harmonically oscillating source. If there is a phase difference between
waves from two successive sources in the array the amplitude of the sum will remain of
the order of the amplitude emitted by a single source. If however we consider directions
in which the difference in emission time ∆te between two successive sources is an integer
number n = 0, 1, 2, ... of oscillation periods 2π/ω there will be constructive interference.
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All the waves add up in phase. This corresponds to directions at angles θ (with the array)
satisfying the condition:

k0h cos θ = 2πn . (156)

Each direction is a mode of propagation of waves through the channel. When n = 0 we
find plane waves travelling in the direction of the pipe axis. For plane waves we recover
a radiation impedance equal to the characteristic impedance ρ0c0 of the fluid, which is
independent of the frequency (compare to free space equation (101)). We will see that at
low frequencies this plane wave mode is the only possible mode of propagation. In that
case a volume injection G(t) = dV/dt at a point in an infinite pipe of cross-sectional area
S, we will observe two waves of amplitude p′(x1, t) = ρ0c0G(t ± (x1/c0))/(2S) travelling
respectively up and downstream of the pipe.

For higher order modes there is a critical frequency fc, the cut-off frequency, below
which propagation will not occur. For n = 1 obviously no non-zero value of θ can be found
from equation (156) when the distance h between two consecutive sources in the array is
smaller than the acoustical wave-length λ = c0/f = 2π/k0. Similar cut-off frequencies fc

are found for higher order modes h > nc0/fc. At the cut-off frequency we have a transver-
sal resonance of the pipe.

Below the cut-off frequency fc for the first transversal mode the radiation behaviour
of a source is independent of its position within a cross-section of the pipe. At higher
frequencies the position becomes important because the impedance which the source expe-
riences depends on its position in the transversal standing wave. For example if we place
the source close to one of the walls the array of sources will be formed by double sources
spaced a distance 2h from each other (figure 15). The first higher order propagating mode
corresponds to a resonance frequency fc = c0/(2h) in the case of a source near the wall,
while it was fc = c0/h when the source was placed on the axis of the channel. The trans-
verse standing wave at f = fc has a pressure node on the pipe axis. Hence on the axis
p′ = 0 and a volume injection cannot perform any work! (See equation (147)).

The effect of the impedance becomes dramatic for dipoles placed in a pipe. A dipole
placed in an infinite pipe in the direction of the pipe axis will radiate very effectively.
Below the first cut-off frequency only the plane wave mode can be excited. A point force
~F (t) = (F1(t), 0, 0) will induce a pressure discontinuity ∆p = F1(t)/S which will radiate
as two plane waves p′(~x, t) = ±F (t± (x1/c0))/(2S). This should be compared to equation
(108) for radiation in free space. We see now that in a pipe the dipole is not by definition a
weaker sound source than the monopole source in contrast with the result which we found
in free space. Example of unsteady pressure forces in duct systems which are directed in
the direction of the axis, is the force on the blades of a ventilator as a result of interaction
of those blades with the system of bars supporting the ventilator. If the distance between
blades and support is to small, this will be a very strong source of sound. Also the
direction of the flow will have an effect on this interaction. The interaction is stronger
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Figure 15: A source near the wall of a channel forms an array of image sources with distance
2h. The cut-off frequency for the first higher order propagation mode is now fc = c0/(2h)

when the ventilator is downstream of the support and cuts through the wake of the support.
Therefore silent ventilators which can be reversed are difficult to build. When the bars
supporting the ventilator are placed radially the interaction between a blade and a bar
will be abrupt and this will generate high frequencies for which we are quite sensitive. A
suitable design of the support can considerably smooth out this interaction and move the
sound production to lower frequencies (figure 16). Of course when performance is an issue
a stator cannot be avoided. In such a case the ratio of number of stator and rotor blades
can be chosen to move sound production to lower frequencies, avoiding at least radiation
of higher order modes (Tyler and Sofrin [98]). This is used in aircraft motors.

When the dipole acts in the direction normal to the pipe axis it will not radiate below
the first cut-off frequency. When a cylinder of diameter D is placed in a pipe flow with
a uniform velocity U , unsteady vortex shedding with a characteristic frequency of about
fKarman = 0.2U/D is observed. The vortex shedding corresponds to a fluctuating lift force,
normal to the flow direction. For fKarman < fc this will not radiate sound. Sound is only
due to fluctuations in the drag force of the cylinder, which is more than one order of mag-
nitude lower than the fluctuating lift force [8].

The results obtained above can also be found by seeking for solutions of the homoge-
neous wave equation (64) in a pipe of rectangular cross-section S = h2h3. A solution is
found by the method of separation of variables. We assume a solution of the type:

p′(~x, t) = H1(x1)H2(x2)H3(x3) exp[iωt] . (157)
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Figure 16: The sound production due to the interaction between a ventilator and supporting
bars is due to the change in aero-dynamics force on the blades when it passes through
the wake of the bars. For radial support this interaction is abrupt and produces higher
harmonics for which we are quite sensitive. The noise can be reduced by a proper design
by which the interaction is smoothed out in time.

Substitution in the wave equation yields:

k2
0 +

H”
1

H1

+
H”

2

H2

+
H”

3

H3

= 0 (158)

with k0 = ω/c0. Which can only be satisfied if:

H”
i

Hi

= −α2
i (159)

where the αi ’s are constants. We have further the boundary conditions:




(
∂p′
∂x2

)
x2=0

=
(

∂p′
∂x2

)
x2=h2

= 0(
∂p′
∂x3

)
x3=0

=
(

∂p′
∂x3

)
x3=h3

= 0
(160)

at the walls of the pipe. Solutions for H2 and H3 satisfying those conditions are:

H2 = cos
(

n2π

h2

x2

)
(161)

and:

H3 = cos
(

n3π

h3

x3

)
(162)

with n2 = 0, 1, 2, ... and n3 = 0, 1, 2, .... The full solution is:

p′(~x, t) = cos
(

n2π

h2

x2

)
cos

(
n3π

h3

x3

)
exp[i(ωt± kn2n3x1)] (163)

with:

kn2n3 =

√
k2

0 − (
n2π

h2

)2 − (
n3π

h3

)2 . (164)
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When kn2n3 is real we have propagating modes. When kn2n3 is imaginary, the mode is not
propagating and its amplitude decreases exponentially with the distance from the source.
A non propagating mode is also called evanescent, because its amplitude decreases with the
distance from the source. Consider a relatively high frequency such as half of the cut-off
frequency for the first non-planar mode:

ω =
1

2

(
π

h
c0

)
; (h = h2 = h3) .

In such a case it is a reasonable approximation to state k10 = i
(

π
h

)
. Hence over a distance

of one pipe width the amplitude of the (10) mode decays by a factor eπ which corresponds
to 25 dB (91).

5.2 One dimensional Green’s function for infinite pipe

We consider an infinite pipe with a uniform rectangular cross-section S = h2h3. Below
the cut off frequency for propagation of higher order modes the far field of the sound field
generated by a spatially limited sound source is a plane wave p′(x1, t) which satisfies the
one-dimensional wave equation:

1

c2
0

∂2p′

∂t2
− ∂2p′

∂x2
1

= 0 . (165)

The corresponding far field approximation of the “tailored” Green’s function G can now
be deduced by averaging equation (111) over the cross-section:

1

c2
0

∂2g0

∂t2
− ∂2g0

∂x2
1

= δ(x1 − y1)δ(t− τ) (166)

where we define g0 as:

g0(x1, t|y1, τ) =
∫ h2/2

−h2/2

∫ h3/2

−h3/2
G(~x, t|~y, τ)dx2dx3 = SG(~x, t|~y, τ) . (167)

We made use of the fact that the Green’s function G does not depend on the position of the
observer within a cross-section of the pipe, because we assumed that only plane waves prop-
agate (see previous section). The one-dimensional Green’s function g0(x1, t|y1, τ) satisfies
the solution of d’Alembert and consists for reasons of symmetry of a wave F (t−(x1−y1)/c0)
for x1 > y1 and a wave F (t + (x1 − y1)/c0) for x1 < y1. This can be written also in the
form F (t − |x1 − y1|/c0). Integrating equation (166) over the compact (εk << 1) source
region yields the boundary condition:

−(
∂g0

∂x1

)x1=y1+ε + (
∂g0

∂x1

)x1=y1−ε =
2

c0

(
∂g0

∂t
)x1=y1+ε = δ(t− τ) (168)

which is satisfied by:

g0(x1, t|y1, τ) =
c0

2
H(t− τ − |x1 − y1|

c0

) (169)
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where H(t− τ) =
∫ t
−∞ δ(t′− τ)dt′ is the Heaviside step function which is zero for τ > t and

1 for τ < t. The Heaviside-function character of this one-dimensional Green’s function g0

can be understood by using the method of images which is illustrated in figure 17.
For an emission time between te = t− r/c0 and te + dte = t− (r + dr)/c0 at fixed obser-

2
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2

2

2

1
xxxr

drr

1
x
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Figure 17: Use of the method of images to explain the Heaviside-function character of the
far field one-dimensional Green’s function g0. The images form an array of images. For
an emission time between te = t− r/c0 and te + dte = t− (r + dr)/c0 at fixed observation
time t and fixed listener position (x1, 0, 0), the number of images which emit a pulse scales
as πd(x2

2 + x2
3) = 2πrdr = 2πc0rdte. As G0 scales as r−1 the increase in number of images

exactly compensates the increase in number of images.

vation time t and fixed listener position (x1, 0, 0), the number of images which contribute
to g0 scales as πd(x2

2 +x2
3) = πd(x2

1 +x2
2 +x2

3) = 2πrdr, with r2 = x2
1 +x2

2 +x2
3. Each pulse

corresponds to the free space Green’s function G0 which scales as r−1 (equation (122)).
This decrease of pulse amplitude with the distance r exactly compensates the increase in
number of pulses within a certain interval dte.

5.3 Reflections at pipe discontinuities at low frequencies.

We have seen in section 5.1 that at low frequencies only plane waves propagate through
a pipe of uniform cross section. We now consider the wave reflection which occurs in a
quiescent fluid at pipe discontinuities: the change in pipe diameter and the pipe bifurcation.

We consider first a change in cross-section from SI to SII as shown in figure 18.
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Figure 18: Plane wave reflection at a change in cross-section.

We assume at the cross-sections I and II a uniform flow and hence plane waves only.
This occurs typically at distances of the order of a few times the pipe width from the
discontinuity. In the limit k0h → 0 evanescent modes generated at the discontinuity have
decayed at least by a factor eπ (see section 5.1). We distinguish two type of plane waves: the
incoming waves p+

I (t−x1/c0) and p−II(t+x1/c0), converging towards the discontinuity, and
the outgoing waves: p−I (t + x1/c0) and p+

II(t − x1/c0). The corresponding flow velocities
(equation (69)) ρ0c0vI = (p+

I − p−I ) an ρ0c0vII = (p+
II − p−II) are related by the integral

conservation law:
d

dt

∫

V
ρdV +

∫

S
ρ~v · ~ndS = 0 . (170)

The order of magnitude of the ratio of the volume integral to the fluxes in the surface
integral is kh for a pipe width h and a wave number k0. For sufficiently low frequencies
the volume integral taken between plane I and II is negligible compared to the convective
terms. Furthermore as the velocities are small compared to the speed of sound c0, ρ′ << ρ0

and the surface integral simplifies to:

SIvI − SIIvII = 0 . (171)

The acoustical flow is inviscid and irrotational we can therefore complement this equation
with the equation of Bernoulli (52) which in linearized form for a quiescent reference state
becomes:

∂(ϕII − ϕI)

∂t
+

(p′II − p′I)
ρ0

= 0 (172)

in which:

ϕII − ϕI =
∫ II

I
~v · d~x ∼ vIhI . (173)

We see that the ratio of the inertial term ∂ϕ/∂t to the individual pressure terms is of the
order of kh. Hence the equation of Bernoulli reduces in the low frequency limit to:

p′I = p′II . (174)
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The same equation can also be deduced [51] from the energy conservation law (82), but
the present result is more general because it also holds between any pair of branches at a
pipe bifurcation (which we will discuss later).

The equations (171) and (174) can be written in terms of amplitudes of individual
waves p±i . This set of homogeneous equations can be written as the matrix transformation
of vector (p+

I , p−II) into (p−I , p+
II). The corresponding transformation is called the scattering

matrix. This is a very convenient notation allowing to calculate the acoustical response of
complex networks [83].

Let us now consider the reflection of a wave p+
I at a pipe discontinuity in an infinite

pipe. In such a case p−II = 0 and we find after some algebra the reflection coefficient:

p−I
p+

I

=
SI − SII

SI + SII

(175)

and the transmission coefficient:

p+
II

p+
I

=
2SI

SI + SII

. (176)

Looking at the limit (SI/SII) → ∞ we find the behaviour of a hard wall p−I = p+
I . Note

that the transmitted wave amplitude is p+
II = 2p+

I does not vanish but corresponds to a
negligible acoustical energy flux. Making stepwise convergence with SI >> SII in a pipe
results into an increase of the transmitted wave amplitude by a factor 2 at each contrac-
tion. This can result into high amplitudes. This effect is observed in organ pipe flow supply
systems [?].

In the opposite limit SI/SII → 0 we find the ideal open pipe termination behaviour
with p−I = −p+

I and p+
II = 0. All the acoustical energy is reflected and the wave undergoes

a phase jump of π upon reflection.

We now consider the acoustical behaviour of a pipe bifurcation as shown in figure 19.

We consider a compact junction k0h << 1 between N pipes noted with the index i =
I, II, III, ....N . The mass conservation law (170) becomes:

ΣN
i=ISivini = 0 (177)

where ni is the unit vector in the outwards direction (looking from the controle volume V
around the junction) and the Bernoulli equation (172) yields:

p′I = p′II = ... = p′N . (178)

We have in principe 2N unknowns corresponding to the incoming and outgoing waves in
each pipes respectively p+

i and p−i . It is in the general case most convenient to define the
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Figure 19: Pipe bifurcation.

(+) direction as outwards and the (−) direction as inwards. In that case we simply have
ni = 1. We then find in terms of the amplitudes of the waves the set of N equations:

ΣN
i=ISi(p

+
i − p−i ) = 0 (179)

and:
(p+

I + p−I ) = (p+
II + p−II) = ... = (p+

N + p−N) . (180)

In order to determine the acoustical field we need N additional boundary conditions. Those
can be either a specification of an incoming wave amplitude or a boundary condition in
terms of the impedance p̂i/v̂i for harmonic waves 7.

As an example we consider now the acoustical behaviour of a closed pipe segment placed
along an infinite pipe of cross-sectional area SI as shown in figure 20.

The side branch length is LII and its cross-sectional area is SII . We launch a wave
p−I (t + xI/c0) towards the junction and assume that p−III(t + xIII/c0) = 0 because the
pipe is infinitely long. At the closed pipe termination we have the reflection condition
p+

II(t−LII/c0) = p−II(t+LII/c0). To obtain more explicitly results we now assume harmonic
waves so that we have:

p′i = p+
i exp[i(ωt− kxi)] + p−i exp[i(ωt + kxi)] (181)

where the positive xi direction is away from the junction. We therefore find (equation
(178)):

p+
I + p−I = p+

II + p−II = p+
III (182)

7For non-harmonic waves the impedance condition corresponds to a convolution integral in the time
and is therefore much more complex.
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Figure 20: Reflection of waves at a closed pipe segment.

and (equation (177)):

SI(p
+
I − p−I ) + SII(p

+
II − p−II) + SIII(p

+
III) = 0 (183)

which complemented with:

p+
II exp[−ik0LII ] = p−II exp[ik0LII ] (184)

form a complete set of 4 equations with 4 unknown (p+
I , p+

II , p
−
II , p

+
III) for a given p−I . In

the particular case that:

2(
ω

c0

)LII = (2n + 1)π, (n = 0, 1, 2, ...) (185)

or 4LII = (2n + 1)λ which corresponds to:

p+
II + p−II = 0 (186)

the closed side branch imposes a zero pressure at the junction and we automatically find
from equation (182) that the junction acts as an ideal open pipe termination p−I = −p+

I .
Such a tuned closed pipe branch is therefore a perfect reflector. This is often used to
prevent transmission of pulsations trough the gas outlet of a combustion engine with a
steady rotational speed. The reflection is very efficient but is only effective when the pipe
is very well tuned. In practice one therefore prefers to use another type of side-cavity,
which we call a Helmholtz resonator. We will discuss this in detail later. A more accurate
description of the reflection of waves at a closed side branch is found by taking into account
visco-thermal damping of waves in the side branch. This can be done by using the complex
wave number k = (ω/c0)− (i− 1)α where the damping coefficient α is given by equation
(93). In that case for the condition (185) about a fraction 2αLII of the incident wave p−I
will be transmitted because p+

II is not exactly equal to p−II .
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Figure 21: Unflanged (A) and flanged (B) open pipe terminations.

We would like to stress your attention to the fact that we avoided to call the side-branch
a resonator. A resonator is a system within which waves are captured. In the absence of
friction and radiation a steady oscillation is observed. Those steady oscillations are due
to initial conditions and occur at the natural frequencies of the system which correspond
to what we further will call modes or resonances. In the case of a pipe segment closed at
one end and terminated by an ideal open end (free space) at the other we have a resonator
with resonance frequencies satisfying condition (185). The waves form a stationary wave
pattern in such a resonator which keep on oscillating without damping. However when
the pipe segment is placed as side branch along an infinite pipe as in figure 20, a wave
p−II reaching the junction will see a pipe expansion from SII to 2SI which results into a
transmission of a fraction [2SII/(SII + 2SI)]

2 of the energy. If SI = SII we see that each
reflection results into a loss of a fraction 4/9 of the wave energy. Hence the “resonator” is
almost strongly damped, due to radiation losses!

5.4 The open pipe termination in quiescent fluid

The sound transfer between an internal flow and a listener, outside of the system, is
either transmitted through wall vibrations or through an opening such as an open pipe
termination. We neglect in our discussion wall vibrations. We now consider the radiation
of sound from an open pipe termination of radius a into free space. We limit our discussion
to the low frequency limit k0a << 1. We first consider the case of a thin-walled pipe as
shown in figure 21. When the pipe termination is placed in a wall we call it “flanged”. By
opposition the thin walled pipe termination is called “unflanged”. We want to calculated
the impedance Zp experienced by the internal acoustical field at the open pipe termination
xI = 0.

The oscillating volume flux at the pipe outlet, which is induced by the acoustical field
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p̂I within the pipe, will act in first approximation as a monopole sound source on the
external fluid (II). We therefore expect that at some distance r from the pipe termination
the acoustical field will be dominated by spherical outgoing waves:

p̂II =
A

r
exp[−ik0r] . (187)

In the pipe we have plane waves:

p̂I = p+
I exp[−ik0xI ] + p−I exp[ik0xI ] . (188)

The corresponding velocities are respectively (equation (97)):

v̂II =
p̂II

ρ0c0

(
1 +

1

ik0r

)
(189)

and (equation (69)):

v̂I =
1

ρ0c0

(p+
I exp[−ik0xI ]− p−I exp[ik0xI ]) . (190)

As k0a << 1 we can find a distance R >> a in the near-field k0R << 1 such that the flow
is still locally incompressible for r < R but already spherical symmetric. By conservation
of mass in the volume delimited by xI = 0 and r = R we have for an unflanged pipe
termination:

v̂II =
SI v̂I

4πR2
(191)

This equation can be complemented with the time average of the energy equation (90)
which combined with equation (89) gives:

< II > SI =
1

2
v̂I v̂

∗
IRe[Zp]SI =

1

2
v̂II(R)v̂∗II(R)Re[Z(R)]4πR2 =< III > SII . (192)

which using equation (101) Re[Z(R)] ' ρ0c0(k0R)2 becomes:

Re[Zp] = ρ0c0
k2

0SI

4π
. (193)

For a circular pipe cross-section SI = πa2 we find the well known low frequency approx-
imation of the result of Levine and Schwinger [66] Re[Zp]/(ρ0c0) ' (k0a)2/4. It should
be obvious from the discussion of section 4.9 that a flanged open pipe termination has
a real part of the impedance which is twice as large as that for an unflanged open pipe
termination. Furthermore due to the inertia of the flow in the near field of the pipe exit we
expect an imaginary part of Zp similar to that obtained for a compact sphere in equation
(101):

Zp ' ρ0c0[
(k0a)2

4
+ ik0δp] (194)
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Figure 22: Simple resonators in pipe systems and modes.

in which δp is of the order of the pipe radius a. This imaginary part corresponds to a phase
shift 2k0δp (factor exp[2ik0δp]) between the incident wave p+

I and the reflected wave p−I .
This would occur if we assume an ideal open pipe termination at xI = δp. We therefore
call δp the end-correction of the pipe. For an unflanged pipe we have δp = 0.61a while
for a flanged pipe a value δp = 0.82a is commonly used [79]. Please note that flow has a
dramatic influence on this end correction ([97], [89]), [?].

5.5 Simple resonators in pipe systems

When a system is acoustically closed and we neglect visco-thermal losses, an initial pertur-
bation will excite steady acoustical oscillations at frequencies corresponding to so-called
modes of the system. Such systems which we call resonators are very important for internal
flows. They can dramatically affect the radiation impedance of a sound source. Further-
more the acoustical energy can accumulate so that feedback from the acoustical field to the
flow generating the acoustical field can become very important. In contrast to flows in free
space we therefore often will observe self-sustained oscillation of the flow in a pipe system.
Coupling of the main flow with the acoustical field which it generates is often the feedback
mechanism. Typical examples of such behaviour are: human whistling, reed-oscillations in
woodwind instruments, the membrane oscillation in a claxon,... It is therefore important
to gain some insight into acoustical resonance behaviour.

The most simple resonator is a pipe segment of length L closed at both ends x = 0 and
x = L (figure 22).
In the absence of sources the plane wave solution (67) corresponds to the pressure field:

p̂ = p+ exp[−ik0x] + p− exp[ik0x] (195)
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with the corresponding velocity field:

v̂ =
1

ρ0c0

(p+ exp[−ik0x]− p− exp[ik0x]) . (196)

The boundary conditions at the pipe terminations v̂(0) = v̂(L) = 0 yields a homogeneous
system of two equations for the amplitudes p±:

p+ − p− = 0 (197)

p+ exp[−ik0L]− p− exp[ik0L] = 0 (198)

which can only have a non-trivial solution if:

2k0L = 2πn, (n = 1, 2, 3, ...) . (199)

The solutions ωn = nπ(c0/L) correspond to the wel known standing wave patterns with
L = n(λ/2) which already appeared as transversal resonances in equation (161). The
pressure distribution p̂ can be written as a sum of contribution of the modes:

p̂ = Σ∞
n=1An cos(

nπx

L
) (200)

in which the amplitude of the modes is found by multiplying equation (200) by cos(mπx
L

) and

integrating over the length of the pipe. Using the fact that 1
L

∫ L
0 cos(nπx

L
) cos(mπx

L
)dx = δmn

2

with δnn = 1 (n = m) and δnm = 0 (m 6= n), one finds:

An =
2

L

∫ L

0
p̂ cos(

nπx

L
)dx. (201)

Once the amplitudes An have been determined at a given initial time the further evolution
of the solution in time is given by:

p′(x, t) = Σ∞
n=1An cos(knx) exp[i(ωnt)] (202)

with ωn = nπc0/L and kn = ωn/c0 .

The tailored Green’s function g(x, t|y, τ) of this resonator is found by solving the equa-
tion:

1

c2
0

∂2g

∂t2
− ∂2g

∂x2
= δ(x− y)δ(t− τ) . (203)

We assume the Fourier transform ĝ to be given by a mode expansion such as equation
(200). Substitution into the Fourier transform of equation (203) yields:

−k2
0 ĝ −

d2ĝ

dx2
=

1

2π
δ(x− y) exp[−iωτ ] (204)

and:

Σ∞
n=1(k

2
0 − k2

n)An cos(knx) = − 1

2π
δ(x− y) exp[−iωτ ] . (205)
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Figure 23: A simple expansion chamber.

Multiplying by cos(kmx) and integrating over 0 < x < L yields:

ĝ = Σ∞
n=1

2c2
0 cos(knx) cos(kny) exp[−iωτ ]

2πL(ω2
n − ω2)

. (206)

We see that when we force the oscillations at a frequency ω which corresponds to the eigen-
frequency ωn of a mode the amplitude becomes infinite. This corresponds to a resonance.
The inverse Fourier transform of this is:

g(x, t|y, τ) = Σ∞
n=1

2c0 cos(knx) cos(kny)

nπ
H(t− τ) sin(ωn(t− τ)). (207)

We note that this Green’s function does satisfy both the causality conditions 8 and the
reciprocity principle (114). Furthermore we see that when the pipe is excited at a resonance
frequency ωn the corresponding mode will increase indefinitely unless we take losses into
account. The first type of losses are the linear losses such as visco-thermal losses. They
corresponds to complex values of the eigen-frequencies ωn. The second type of losses are
non-linear saturation mechanism. We will introduce those in section 5.8 when we discuss
self-sustained oscillations.

Closed pipe segments are not common in industrial applications. However, pipe systems
behaving approximately as closed pipes can be found. An example is an expansion chamber
as shown in figure 23.

When such an expansion chamber is placed just upstream of the tail-pipe of an ex-
haust (figure 23), one observes in addition to the resonances corresponding to the standing
waves in the expansion chamber, resonances due to the open-open tube character of the
tail pipe and a low frequency resonance in which the fluid in the tail pipe is acting as an
incompressible mass and the volume of the chamber as a spring. We call this low frequency
resonance a Helmholtz resonance. We will discuss this in more detail in the next section,
where we will consider the effects of flow on this resonance.

8g(x, t) = 0 and ∂g
∂t = 0 for t < τ .
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Figure 24: Closed side branch resonators.

Before leaving this subject we would like to introduce two other type of resonators
which are common in pipe systems: the closed side branch resonator and the Parker-mode
resonator.

In section 5.3 we have seen that a closed side branch of length L is a perfect reflector for
critical frequencies corresponding to L = (2n + 1)λ/4. The closed side branch imposes an
ideal open end behaviour p′ = 0 at the junction between the side branch and the main pipe.
We insisted furthermore on the fact that when the cross-section areas of the main pipe and
of the side branch were not very different, the closed side branch is not a resonator by
itself. However when two closed side branches of length LI = (2n + 1)λ/4 (n = 0, 1, 2, ..)
and LII = (2m + 1)λ/4 (m = 0, 1, 2...) are placed at distance LIII = jλ/2 (j = 0, 1, 2, ...)
from each other one obtains an almost perfect resonator (see figure 24).

Dramatic flow induced pulsation can be observed in such closed side branch resonators.
For a main flow velocity U0, pulsations amplitudes of the order of p′ ' ρ0c0U0 have been
observed. In natural gas transport systems with ρ0 = 50 kg m−3, c0 = 400 m s−1 and
U0 = 20 m s−1 this corresponds to p′ ' 4 bar! This is 7% of the static pressure. For such
high pressure levels one observes the formation of shock waves in the closed side branches
[63]. This non-linear wave propagation phenomenon results into a generation of higher
order harmonics of the resonance frequencies. The even harmonics are very efficiently ra-
diated out of the resonator, because they correspond to standing waves pattern with a
pressure anti-node at the junction of the side branch with the main pipe. This can become
an important amplitude limiting mechanism in such resonances.

We now discuss resonances in open pipe segments.
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Figure 25: Resonators formed by bundels of open pipe segments.

In the previous section we have considered the radiation impedance of an open pipe
termination. The real part of this impedance was proportional to the square of the ra-
tio of the pipe radius to the acoustical wave length Re[Zp]/(ρ0c0) = (k0a)2/4 = (πa/λ)2

(equation (194)). The first resonance mode of an open-open pipe resonator of length L
corresponds to λ = 2L. Hence for a resonator such as a flute with a = 0.8 cm and L = 80
cm we have low radiation losses Re[Zp]/(ρ0c0) = O(10−3). We see from equation (93)
that at the fundamental frequency the visco-thermal losses for a round trip of the wave
2αL = O(10−1) are much larger than radiation losses. Fortunately musical sound is de-
termined by the range of frequency 1 kHz < f < 4 kHz for which radiation is quite efficient.

When the ratio a/L of pipe radius to pipe length increases, the radiation losses can
become dominant because the radiation losses increase as (a/L)2. If however we consider
the twin-pipe configuration (figure 25) the two pipes can oscillate in opposite phase. The
pipe terminations radiate then as dipoles. This reduces the radiation losses by a factor
(a/L)2 compared to the single pipe (equation (108)). A bundel of four pipes has an oscil-
lation mode which radiates as a quadrupole which reduces the losses by a factor (a/L)4.
In a large scale grid one can observe oscillation modes corresponding to octupoles or even
higher order combinations. This explains that a grid with cell radius smaller than the grid
thickness can display spectacular resonances [105].

The most extreme case is found when a splitter plate is placed in a pipe as shown in
figure 26. When the plate length L is larger than the pipe width h, the resonance λ = 2L
corresponds to a frequency below the cut-off for propagation of higher order modes. In
such a case a dipole normal to the pipe axis does not radiate (section 5.1). When the upper
and lower part of the pipe segment (separated by the splitter plate) oscillate in opposite
phases, there will be no radiation losses. Vortex shedding at the trailing edge of the splitter
plate can then induce very strong self-sustained pulsations. We call this a Parker-mode,
because similar oscillations where observed for the first time, by Parker, in cascades of
turbine blades [114].
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Figure 26: The Parker-mode in a pipe with splitter plate.

5.6 Helmholtz resonator

Resonating pipe segments have typically a length comparable to the acoustical wave-length.
This can be inconvenient when we want to build resonators for low frequencies. A compact
resonator is the Helmholtz resonator, which is a bottle. It is the equivalent in acoustics to
the mass-spring system in mechanical vibrations (figure 27). Consider a bottle of Bordeaux
wine with a volume V and a neck of length L with a uniform cross-section S. As the flow
is compact and the neck is open we can neglect in first approximation the compressibility
of the air in the neck. The mass M is given by:

M = ρ0SL . (208)

When we move this mass outwards over a distance ∆x the volume of the air in the bottle
increases by ∆V = S∆x. This expansion causes a change of pressure ∆p in the bottle
which corresponds to a restoring force F = S∆p on the mass. Assuming an adiabatic
expansion gives: ∆p = c2

0∆ρ = −c2
0ρ0(∆V/V ) 9. This linear relationship between the

restoring force and the displacement corresponds to a stiffness Ks of the spring given by:

Ks =
ρ0c

2
0S

2

V
. (209)

The resonance frequency ω0 of the system is:

ω0 =

√
Ks

M
= c0

√
S

V L
. (210)

In this approximation we neglected the inertia of the flow outside the neck. It is obvious
that there is some contribution of this flow to the inertia. We can take this into account by
means of “end-corrections” δ as defined for the open pipe termination in section 5.4. We

should then replace L in equation (210) by an effective length Leff = L+2δ (δ ' 0.8
√

S/π).

9We used here the conservation of mass ρV = const.

58



Figure 27: The Helmholtz resonator behaves as an ideal acoustical mass-spring system.
The inertia of the flow is concentrated in the neck. The compressibility is concentrated in
the body of the bottle. The wave propagation effects are negligible.

With this correction we can calculate the resonance frequency of a thin-walled container
with a wall perforation surface S. 10

In the case of Bourgogne wine or cider (figure 28), the bottle has a neck cross-section
S(x) which varies smoothly from the bottle cross-section Sin to the neck outlet cross-section
Sout. In order to calculate the inertia of the acoustical flow we can use a one-dimensional
incompressible flow approximation [23]. The mass conservation law becomes:

v(x)S(x) = voutSout . (211)

The equation of Bernoulli (52) is for an incompressible flow:

ρ0
∂ϕ

∂t
+

1

2
ρ0v

2 + p = g(t) (212)

where ϕ =
∫

vdx. Combining the mass conservation with the linearized Bernoulli equation
in the absence of main flow, we find:

ρ0Leff
dv′out

dt
+ p′out = p′in (213)

where:

Leff =
∫ out

in

Sout

S(x)
dx . (214)

10Note that if we replace a single hole by N small well separated perforations with a total surface S we
have δ =

√
S/(Nπ).
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Figure 28: A bottle of Bourgogne.

We neglected the flow velocity in the body of the bottle. Equation (214) can be comple-
mented with the integral mass conservation law applied to the volume V of the bottle,
assuming a uniform density ρ′in = p′in/c

2
0:

V

c2
0

dp′in
dt

= −ρ0Soutv
′
out . (215)

Elimination of p′in yields:

V Leff

Soutc2
0

d2v′out

dt2
+ v′out = − V

ρ0Soutc2
0

dp′out

dt
. (216)

We recover essentially the same result as obtained for the bottle of Bordeaux with a dif-
ferent definition (214) of the effective length Leff .

We finally consider the influence of a mean flow through the resonator such as we have
in a muffler. We consider a muffler of volume V with a tail pipe of length L and uniform
cross section area S. We assume a mean flow velocity U0 through the tail pipe.
The equation of Bernoulli for compressible flow (52) becomes in linearized form:

∂ϕ

∂t
+

p′

ρ0

+ v′U0 = g(t) . (217)

From the body of the muffler to the open end of the tail pipe yields:

L
dv′out

dt
+

p′out

ρ0

+ v′outU0 =
p′in
ρ0

(218)
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where we neglect the flow velocity in the muffler. The mass conservation law including
flow effects becomes:

V

c2
0

dp′in
dt

= −ρ0Soutv
′
out −

p′out

c2
0

SoutU0 . (219)

Elimination of p′in yields:

(
LV

Soutc20

)
d2v′out

dt2
+

(
V U0

c20Sout

)
dv′out

dt
+ v′out

= − p′out

ρ0c20
U0 − V

ρ0c20Sout

(
dp′out

dt

)
.

(220)

The surprise in equation (220) comes from the fact that when we assume that there is a
main flow velocity U0 through the neck, as we do have in the tail-pipe of a car muffler, we
see that there is a damping. We did not assume any visco-thermal losses in the resonator
nor did take radiation into account but we do have a damping. The origin of this term
is that we assumed that the pressure p′out at the outlet is equal to the pressure outside
the system. By assuming that the pressure at the outlet is equal to the pressure outside
the resonator we actually assume that there is a free jet formed by flow separation at the
pipe outlet. In this free jet the kinetic energy of the flow is dissipated by turbulence. The
flow in such a jet is not a potential flow. The pressure remains constant as the velocity
decreases. This is in contradiction with the equation of Bernoulli. We will discuss this
more in detail when we consider the theory of vortex-sound.

5.7 Bubble resonance

We consider the response of a small isolated spherical bubble of radius a to homogeneous
pressure fluctuations p′i = p̂eiωt due to an incoming low frequency acoustic wave. We assume
the gas bubble to have a uniform internal pressure p′b = p̂be

iωt. Due to the excitation the
bubble radius will oscillate harmonically: a = a0 + âeiωt. This result into the radiation of a
spherical wave with pressure p′r = p̂re

iωt at the surface of the bubble. Assuming that there
is no mass exchange nor heat transfer between the bubble and its surroundings we have:

ρ̂b

ρb

= −3
â

a0

(221)

and

ρ̂b =
p̂b

c2
b

. (222)

Neglecting the influence of surface tension we have from the momentum balance on the
surface of the bubble:

p̂b = p̂i + p̂r . (223)

We have furthermore at the bubble surface (97):

v̂r = iωâ =
p̂r

ρlcl


1 +

1
iωa0

cl


 . (224)
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Figure 29: Self-sustained oscillations are due to a feedback loop. In a linear system if the
source is proportional to the pulsation amplitude q ∼ p̂, the power < Psource > generated by
the source will scale with |p̂|2. Linear losses < Plosses > will also scale with |p̂|2. The system
can either be unstable < Psource > > < Plosses >, stable < Psource > < < Plosses > or
neutrally stable < Psource > = < Plosses >. The pulsation amplitude predicted by linear
theory is either infinite, zero or undetermined. As non-linear saturation mechanism must
occur to allow the stabilization of the oscillation at a finite well defined amplitude.

where ρl and cl are respectively the density and the speed of sound of the liquid surrounding
the bubble. The amplitude of the radiated wave p̂r is given by:

p̂r = +
p̂i[

1− ρla
2
0ω2

3ρbc
2
b

+ i
(

ωa0

cl

)]
(

ρla
2
0ω

2

3ρbc2
b

)
.

We observe a resonance for: (
ω0a0

cb

)
=

√
3ρb

ρl

.

For air at atmospheric conditions 3ρb/ρl = 4× 10−3 so that indeed the bubble is compact
and our assumption of a uniform internal pressure is reasonable for ω ≤ ω0. The resonance
frequency ω0 is called the Minnaert frequency.

5.8 Self-sustained oscillations

Oscillations at defined frequencies ω can occur as a result of a feedback from the acoustical
field to the source (figure 29). Accumulation of acoustical energy in a resonator enhances
this feedback.
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Figure 30: Spectrum of the pressure measured within a small organ pipe which has been
overblown twice. The pipe oscillates at a frequency close to the third pipe resonance. The
self-sustained oscillation results into a line spectrum. The continuous back ground is the
broad band noise which is modulated by the pipe resonances.

Linear theory cannot predict a finite oscillation amplitude as found in most self-sustained
oscillations. A non-linear saturation mechanism must occur to stabilize the system at a
finite oscillation amplitude. When this occurs, the system will have a fundamental oscilla-
tion frequency ω0 which by definition is real (stable oscillation). Higher harmonics of the
fundamental frequency nω0 will also be generated by the non-linearity of the system. We
will find a line spectrum. Please note that in general the eigen-frequencies ωn of the pipe
modes will not form an harmonic series (ωn 6= nω0).

This is clearly demonstrated by the spectrum of the pressure fluctuations measured in
a small organ pipe shown in figure 30. We observe a line spectrum forming a perfectly
harmonic series which corresponds to the self-sustained oscillation of the system. We also
see the response of the pipe to broad-band turbulence noise. This continuous spectrum is
modulated by the pipe resonances. The first resonances are quite sharp. As the frequency
increases the resonances become broader. As we approach the first transversal resonance
frequency at 8, 2 kHz the radiation losses of longitudinal oscillation modes become so im-
portant that we can hardly distinguish any resonance peaks. We still clearly see the lines
of multiples of the fundamental frequency.

At the cut-off frequency we observe a strong increase in amplitude of the turbulence
noise due to the first transversal resonance of the pipe. We further see that the oscillation
frequency ω0 is close to the third resonance frequency ω3 of the system. The pipe has
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Figure 31: De Rijke tube: a vertical open pipe segment with a hot grid placed at a quarter
of the pipe length above the bottom end.

been overblown two times. We also observe that the second harmonic 2ω0 does not fit the
sixth resonance of the pipe ω6. The difference between the line spectrum and the pipe
resonances become more and more important until above the cut-off frequency we cannot
see any relationship between the resonance frequencies and the multiples of ω0.

An interesting example of self-sustained oscillation is the whistling of the Rijke-tube
(figure 31). This phenomenon discovered by de Rijke (1948) was analyzed by Rayleigh
[95]. We follow the line of his discussion. This is a vertical open pipe of length 2L in which
a grid with wire thickness d has been placed at x = −L/2, where we take x = 0 in the
middle of the pipe.

The grid is hot, which induces a vertical convective flow with a velocity U0. We assume
the flow to be uniform. In reality the gas above the grid is hotter than below and therefore
the flow has to be accelerated as it passes through the grid. We will neglect such effects
and assume a uniform main flow temperature and corresponding velocity of sound c0 in the
pipe. When the grid is sufficiently hot and the tube is well designed a loud whistling sound
is emitted 11. The frequency of the sound corresponds quite accurately to the resonance
frequency ω0 = 2πc0/(4L). When the grid is placed at the upper half of the pipe x > 0 or in
the middle of the pipe x = 0, no sound is emitted. Higher order modes can in principle be
excited but this appears to be difficult as a result of the large visco-thermal and radiation
losses. If only the fundamental frequency ω0 is excited we can approximate the acoustic
pressure field in the pipe by:

p′ = p̂ cos(
πx

2L
) cos(ω0t) . (225)

11For a tube length L = 30 cm the pipe cross-sectional radius should be a ' 1 cm. The grid should be
made of wire with a diameter d in the range 0.3 mm < d < 0.7 mm with a mesh size comparable to the
wire diameter.
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The corresponding velocity v′ is found by using the momentum equation (61):

v′ =
p̂

ρ0c0

sin(
πx

2L
) sin(ω0t) . (226)

We see that when the pressure in the pipe reaches a maximum or a minimum the velocity
vanishes. When the pressure is decreasing 0 < ω0t < π the acoustical velocity in the upper
part x > 0 of the pipe is positive and it is negative in the lower part x < 0. Fluid is leaving
the pipe. For π < ω0t < 2π fluid is entering the pipe and we have the opposite behaviour.

We expect that the sound source which is driving the oscillation is an unsteady heat
transfer from the grid to the surrounding gas. The gas expands upon heating which leads
to a volume source (monopole). This corresponds to the entropy term in the analogy of
Lighthill (equation (59)):

1

c2
0

∂2p′

∂t2
− ∂2p′

∂x2
=

∂2

∂t2
(
p′

c2
0

− ρ′) (227)

Neglecting convective effects we can also write the constitutive equation (22) in the lin-
earized form p′ = c2

0ρ
′+(∂p

∂s
)ρs

′. Using the corresponding linear approximation ρ0T0(∂s′/∂t) =
−∇ · ~q of the entropy equation (37) we find:

1

c2
0

∂2p′

∂t2
− ∂2p′

∂x2
= − (∂p

∂s
)ρ

T0ρ0c2
0

∂

∂t
∇ · ~q . (228)

If we integrate the source over a volume V enclosing the grid we find:

∫

V
∇ · ~qdV =

∫

S
~q · ~ndS (229)

where S is the surface of the grid and ~n its outer normal unit vector. The unsteady heat
flux from the grid ~q is a source of sound. We can also identify this source to a volume
injection term ∂(Qm/ρ0)/∂t as introduced in equation (79). We use further ∂(Qm/ρ0)/∂t
as a shorthand notation for this source.

In order to proceed we must now provide a model for the heat transfer from the grid
to the gas. A very simple model is to assume that the heat is transfered through thermal
boundary layers of thickness δT and to assume a linear temperature profile. The concept of
boundary layer applies when the Peclet number ρcpU0d/K based on the grid wire diameter
d is much larger than unity. This appears to be a reasonable approximation in a Rijke
tube. Following Fourier’s law (34), we find for the heat flux towards the gas, at the surface
of the grid:

qw = ~q · ~n = K
Tw − T

δT

. (230)

where Tw is the grid temperature which we assume to be constant and T = T0 + T ′ is the
gas temperature outside the boundary layer. We neglect the effect of variations in the heat
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conductivity K.

When the grid is placed in the middle of the pipe at x = 0, the acoustical velocity
v′ vanishes. We therefore see that qw can only fluctuate as a result of the isentropic
temperature fluctuations T ′ = (γ − 1)p′/γ due to the acoustical pressure fluctuations. As
T ′ and p′ are in phase we see from equation (230) that the heat flux qw decreases when p′

increases. The power < Psource > generated by the source during an oscillation period is:

< Psource >=
ω0

2π

∫

V

∫ 2π/ω0

0
p′

Qm

ρ0

dtdV (231)

where we integrated over a volume enclosing the grid. As the variation in p′ is opposite
to that of Qm the power generated by the source will be negative. Fluctuations will be
damped by the heat transfer. This corresponds to Rayleigh’s explanation why we do not
observe any whistling when the grid is placed in the middle of the tube.

If fluctuation in heat transfer should drive the oscillations they should be induced by
acoustical velocity fluctuations v′. The largest fluctuations are found at the pipe termina-
tions x = −L and x = L. However the acoustical pressure p′ vanishes there so that from
equation (231) we see that no power can be generated at those positions (pressure nodes).

Clearly the position x = −L/2 is a compromise for which there is both a significant
fluctuation of pressure p′ and of velocity v′. Why should then the sound be produced only
when the grid is at x = −L/2 and not at x = L/2? In order to find this out we ask ourselves
how the flow influences the thermal boundary layer thickness δT . In first approximation δT

is determined by the diffusion of heat during a time corresponding to the convection time
12 3d/U0 of fluid along the grid (wire diameter d). For a laminar boundary layer assuming
a quasi-steady response, we find:

δT ' 4

√√√√ Kd

ρ0cp (U0 + u′)
(232)

which linearized would imply that the fluctuations of Qm/ρ0 would be proportional to v′:
δT ∼

√
Kd

ρ0cpU0

(
1− u′

2U0
+ ...

)
. As the fluctuations p′ and v′ are π/2 out of phase the integral

over a period of oscillation of the power (231) will vanish 13. Hence an oscillation is only
possible as a result of a phase delay between the heat transfer fluctuations and the velocity
fluctuations. Such a phase delay is provided by the memory time of the boundary layer
which corresponds roughly to the convection time τ ' 3d/U0 of a particle in the boundary
layer of a grid wire. As shown in figure 32 we see that for x < 0 the optimal phase shift is
ω0τ = π/2 so that the system will oscillate at the critical velocity U0 determined by:

dω0

U0

' π

6
. (233)

12The velocity at which perturbations are convected in a laminar boundary layer is of the order of U0/3
13

∫ 2π/ω0

0
sin(ω0t) cos(ω0t)dt = 0.

66



Figure 32: Phase of heat flux, pressure and velocity fluctuations in a Rijke tube.

In a Rijke-tube the flow velocity is determined by the tube length and the grid temperature
(natural convection), this puts a constrain to the design of the pipe. This constrain can be
removed by using forced convection. Indeed, it is easier to drive the pipe when it is placed
horizontally and we blow through it.

When the grid is placed in the upper part of the pipe we need a much larger phase
shift ω0τ = 3π/2 which corresponds to lower flow velocities. Low velocities correspond to
thicker thermal boundary layers δT . While oscillations could occur, in practice we do not
observe them because the heat transfer is reduced by the thick boundary layers.

The non-linear amplitude limiting mechanism which determines the oscillation ampli-
tude appears to be the blocking of the heat transfer when hot air from the wake of the grid
wire is driven back to the grid. We expect this to occur when acoustical particle displace-
ments become comparable to the grid wire diameter d. Hence the pulsation amplitude can
be estimated from:

v′

ω0d
' 1 . (234)

The amplitude predicted by this simple formula agrees very wel with experimental results.
This confirms that we have identified the correct non-linearity. This saturation mechanism
was identified by Heckl [39]. Rayleigh describes this effect as the driving mechanism rather
than as the amplitude limiting effect.

The condition of a positive time average source power < Psource > which is necessary to
initiate self-sustained oscillations is called the “Rayleigh” criterion. Like in this example
instabilities are very often due to a time delay. This time delay can for example be the
convection time of fuel from a reservoir to a flame. Analysis such as presented here can be
very helpful to find cures for undesired oscillations.

5.9 The clarinet

The clarinet has a cylindrical bore of length L and cross-section S terminated by a small
exponentional horn (figure 33).
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Figure 33: The clarinet

The mouth piece is closed by a thin slide of reed which can oscillate. Reed is a special kind
of cane similar to bamboo. The reed opening h is controlled by the pressure difference
(pm − p) between the mouth of the player pm and the pipe inlet p. Assuming the reed
oscillation to be controlled by a single degree of freedom we have the equation of motion:

Mr
d2h

dt2
+ Rr

dh

dt
+ Kr(h− hr) = −Sr(pm − p) (235)

where Mr is the mass of the reed, Rr is its damping coefficient, Kr is the reed stiffness, hr

the opening of the reed channel at rest and Sr is an effective reed surface. This equation
of motion (235) is only valid in a limited range of oscillation. Only positive values of the
reed opening h are possible. Furthermore due to the curvature of the wall against which
the reed is presses (lay), the stiffness Kr and the mass Mr will be functions of the opening
h. We ignore such effects. The flow of air Φr through the reed channel can be estimated
by assuming a frictionless, quasi-steady and incompressible flow with formation of a free
jet of thickness h and width w in the mouthpiece of the pipe [42]:

Φr = hw

√
2|pm − p|

ρ0

sign(pm − p) . (236)

This induces a flow velocity v at the pipe inlet which is given by:

v =
Φr

S
(237)

where S is the cross-sectional aera of the pipe.
The most simple approach to understand the oscillation of the system is to assume a
quasi-steady behaviour of the reed. In such a case the equation of motion reduces to:

h = hr − Sr(pm − p)

Kr

. (238)

Substitution in equation (236) gives the expression:

Φr = w(hr − Sr(pm − p)

Kr

)

√
2|pm − p|

ρ0

sign(pm − p) . (239)
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Figure 34: Quasi-steady flow characteristic of a clarinet.

In figure 34 we show this relationship between Φr and (pm−p). Obviously when (pm−p) = 0
there is no flow. Furthermore when (pm−p) = ∆pmax = hrKr/Sr the reed closes completely
and the flow is stopped. Between those two zero’s the flow has a maximum value at a critical
value (pm − p) = ∆pmax/3 = ∆pcritical.

It is obvious from figure 34 that dΦr/dp > 0 for (pm − p) > ∆pcritical while dΦr/dp < 0
for (pm − p) < ∆pcritical. For small amplitude harmonic perturbations p′ and Φ′

r, the
acoustical power < Pr > generated by the flow injection is given by:

< Pr >=
ω

2π

∫ 2π/ω

0
p′Φ′

rdt =
ω

2π

∫ 2π/ω

0
(p′)2dΦr

dp
dt . (240)

Hence we see that the reed flow can only drive acoustical oscillations in the pipe for blowing
pressures pm larger than the critical value ∆pcritical for which dΦr

dp
> 0. The condition (240)

corresponds to the Rayleigh criterion. This corresponds to the experimental fact that there
is a blowing pressure threshold below which the clarinet does not oscillate.

A more sophisticated analysis including non-linear effects is provided by Kergomard
[13]. The theory of Kergomard is summarized by Fletcher and Rossing [33]. Saturation of
the amplitude of oscillation occurs when the amplitude of p′ becomes comparable to the
blowing pressure pm(p′ ' pm).

Self-sustained oscillations are often discussed in terms of linear stability theory [116] which
predicts the pressure threshold for pm above which oscillation will occur and the frequency
ω of the oscillation. Often such a theory is much more complex than a non-linear theory.
Furthermore it does not predict a finite oscillation amplitude and linearization involves
often the introduction of non-physical assumptions.
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6 Vortex-sound theory

6.1 Paradox of D’Alembert and flow separation

In the previous section we have used the analogy of Lighthill as a definition of aero-
acoustical sound sources. Those sources were deviations of the actual flow from the ideal
(linear, inviscid and isentropic) acoustical behaviour of the uniform stagnant fluid (sur-
rounding the listener). While this is often a reasonable reference state it is not always
applicable. For example when we consider a pipe flow, the flow region will be extended.
Following Lighthill the sources of sound will not be concentrated into a small region as we
do observe in practice.

An alternative is to use a potential flow as reference. We illustrate this by considering
a constriction in a pipe such as our vocal folds. Oscillation of the folds produce what
we call voiced sound by modulating the volume flow which enters in the vocal tract. By
articulating we change the acoustical resonances of the vocal tract which modifies the
spectrum of the radiated sound. The typical Strouhal number St = fD/U0 based on the
oscillation frequency f ' 102 Hz, the thickness of the folds D ' 10−2m and the flow
velocity at the glottis U0 ' 30 m s−1 is St ' 3 × 10−2. We therefore expect that the
flow will be quasi-steady and that the fluid displacement by the movement of the folds
will not be a major source of sound. The Reynolds number Re = DU0/ν is of the order
of 104, so that we expect that friction will be limited to thin boundary layers of thickness
δ/D ∼ Re−1/2 (ν = 1.5 × 10−5 m2 s−1). The Mach number M = U0/c0 is low so that
steady flow compressibility can be neglected M2 ∼ 10−2. Those are arguments to use a
frictionless (potential) flow theory and to assume the flow to be locally incompressible and
quasi-steady. We also assume a one dimensional flow. In such a case the mass conservation
law becomes:

U(x)S(x) = U0S0 (241)

where S is the duct cross-section at position x. If we assume the cross-section SI up-
stream of the folds to be equal to the cross section SII downstream of the folds, we find
UI = UII . Substitution of this result into the equation of Bernoulli for steady, frictionless
incompressible flows:

1

2
ρ0U

2
I + pI =

1

2
ρ0U

2
II + pII (242)

yields the surprising result that there is no pressure difference across our vocal folds
pI = pII . Hence the vocal folds do not affect the flow. This is the equivalent of the
paradox of d’Alembert which shows that a body placed into a steady uniform potential
flow does not experience any force. We have a voiceless flow model. The key idea of the
analogy of Howe is that all potential flows are actually voiceless. He therefore proposes to
use a potential flow as reference in the aeroacoustical analogy. We will discuss this later
in more detail. We now first try to understand how nature allows us to make sound by
oscillation of our vocal folds.
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It is important to realize that when the irrotational-flow (potential) approximation is
assumed to be uniformly valid the flow becomes quite unrealistic. Flow control is the result
of the occurrence of flow separation. A potential-flow approximation involves a tangential
slip velocity of the fluid at solid walls. This is not a correct model for an actual flow. Ex-
perience shows that the fluid sticks to the wall. At high Reynolds numbers there is a thin
transition region near the wall in which the flow velocity drops rapidly from its value u∞
dictated by the potential flow approximation to the wall velocity (figure 35). We call this a
viscous boundary-layer. As illustrated in figure 35 by comparing a typical boundary-layer
velocity profile with the velocity distribution in a solid body rotation, it is obvious that a
boundary-layer flow involves rotation of the fluid particles.

The fluid velocity in the thin boundary layer is directed mainly along the wall. It can
be shown from the momentum conservation law that in such a “quasi-parallel” flow the
gradient of pressure ~n · ∇p normal to the flow direction is negligible. The fluid particles in
the boundary layer are therefore driven by the same pressure gradient as the fluid particles
in the main potential flow u∞. In a steady diverging incompressible flow, the velocity
decreases U(x)S(x) = U0S0. Within the main flow the pressure will increase as predicted
by Bernoulli 1

2
ρ0U(x)2 + p(x) = 1

2
ρ0U

2
0 + p0. The fluid particles in the main flow climb up

the adverse pressure gradient by using their kinetic energy. At the wall the fluid particles
do not have much kinetic energy, but they feel the same adverse pressure gradient. This
means that in an adverse pressure gradient (opposite to the main flow) the fluid near
the wall would flow in a direction opposite to the main flow. This backflow is somewhat
retarded by the viscous drag by the main flow on the fluid in the boundary layer. The
fluid particles in the bulk of the flow drag the fluid in the boundary layers up the pressure
gradient. Backflow does occur when the diffusion time δ2

v/ν of momentum through the
boundary layer (of thickness δv) reaches a critical fraction of the main flow acceleration
time −(du∞/dx)−1. At the “limit” of the backflow the fluid of the boundary layer separates
from the wall and is injected into bulk of the flow (figure 36).

This boundary layer separation implies an injection of vorticity into the main flow,
associated with the rotation of fluid particles from the boundary layer. At high Reynolds
numbers the fluid from the boundary layers remains for a long time distinct from the sur-
rounding fluid and forms a transition surface between a high and a low-velocity region
(separated flow region). The separation “surface” is called a shear layer. Shear layers are
unstable and tend to roll-up into structures in which the vorticity is concentrated. We call
these structures “vortices”. A region of high velocity bounded by shear layers is what we
call a “free jet”. Free jets are quite unstable and tend to break down into vortex rings
which are eventually dissipated by a three-dimensional instability which we call turbulence.
Turbulence involves a stretching of vortical structures which induces a rapid transfer of
energy from large scale structures down to scales which are so small that viscous dissi-
pation becomes dominant. It is important to realize that, because of the dissipation, the
Bernoulli equation is certainly not valid in such a turbulent region.

The three steps:
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Figure 35: Boundary layer velocity profile compared to solid body rotation (ωz = (∂v/∂x)−
(∂u/∂y) = 2Ω).

Figure 36: Flow separation due to an adverse pressure gradient in: a) In a non-uniform
frictionless retarded flow we observe back-flow at the wall in the divergent part of the chan-
nel. b) In a viscous flow the separation is retarded by the viscous drag of the fluid near the
wall by the main flow.
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Figure 37: Flow control by a valve (clarinet reed) involving free jet formation and turbulent
dissipation. The velocity in the jet is estimated by applying the equation of Bernoulli from
the player’s mouth to the jet. We assume a uniform pressure in the mouthpiece.

Figure 38: In a potential flow the streamlines bend as a result of the normal pressure
gradient which compensates the centrifugal force on the fluid particle. At a sharp edge this
centrifugal force is infinite. The pressure at the edge becomes infinitely low. Following the
law of Bernoulli 1

2
ρ0v

2 + p = constant, the velocity becomes infinitely large.

- boundary layer separation

- evolution of the vorticity distribution and

- turbulent dissipation

are the keys to flow control by reeds and therefore to sound production in most wind
instruments (figure 37).

We note that flow separation becomes easy to describe within the framework of a
frictionless limit if we confine ourselves to sharp edges (rather than smooth surfaces). Near
a sharp edge potential flow velocities become infinitely large (figure 38). The gradient
(∂p/∂r) of pressure necessary to compensate the centrifugal acceleration U2/R and to make
the flow turn around the corner implies a infinitely low pressure at the sharp edge (R → 0).
Applying Bernoulli (p + 1

2
ρ0u

2 = const) we see that the velocity becomes infinitely large
at the edge. As the velocity gradients also become very large we cannot neglect viscous
forces even if the viscosity is small (High Reynolds numbers). By introducing within the
flow a vorticity in the form of a shear layer attached to the edge we can compensate this
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singular behaviour and obtain a finite velocity at the edge. Imposing a finite velocity
appears to correspond to a shear layer leaving the edge tangentially at the upstream side
of the edge. This is a very good description of the actual flow separation which is observed
in experiments. The condition of the tangential flow separation at a sharp edge, is called,
within the framework of a frictionless theory, a “Kutta” condition [19].

6.2 Vortex-sound analogy

In the previous section we have suggested that potential flows are silent. The velocity in
a potential flow is the gradient of a scalar potential ~v = ∇ϕ. Such a flow has not rotation
because ~ω = ∇ × ∇ϕ = 0. We have seen in the previous section that deviation from
potential flow behaviour is due to injection of rotational fluid from the viscous boundary
layers into the main flow. This occurs as a result of flow separation due to adverse pressure
gradients. The vorticity ~ω is a measure for the rotation of fluid particles. The magnitude
|~ω| of the vorticity is twice the angular velocity of the fluid particle. We expect from the
previous section that vorticity is a source of sound.

This can be established formally by considering the analogy of Howe which defines the
acoustical flow as the unsteady irrotational component of the total flow. Given a velocity
field ~v we can use the decomposition of Helmholtz to separate the flow into a rotational
and an irrotational part:

~v = ∇ϕ +∇× ~ψ (243)

where ϕ is a scalar potential and ~ψ is a vector stream function. The vorticity is given by
~ω = ∇ ×∇ × ~ψ. Furthermore the effect of compressibility are taken into account by the
potential component of the flow ∇ · ~v = ∇2ϕ. As we know that the acoustic field should
be a compressible and unsteady flow, we define the acoustical flow velocity ~u as:

~u = ∇ϕ′ (244)

where ϕ′ = ϕ− ϕ0 is the deviation of ϕ from the steady component ϕ0 of the potential.

An explicit relationship between vorticity and sound production is obtained by starting
from the equation of motion for a homentropic flow (Crocco’s equation):

∂~v

∂t
= −∇B − (~ω × ~v) +

~f

ρ
. (245)

We further introduce the notation:

~fc = −ρ(~ω × ~v) (246)

for the density of the Coriolis force experienced by an observer moving with the flow. We
see that ~fc acts as an external force on a potential flow. As B = i + |~v|2/2 is a constant
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in a steady potential flow it looks promising to use the fluctuation B′ = i′ + ~V ′~v0 as aero-
acoustical variable ([51], [27], [78]). Taking the divergence of Crocco’s equation subtracting
the time derivative of the mass conservation law we obtain:

∂

∂t
(
1

ρ

Dρ

Dt
)−∇2B = −∇ · (

~fc + ~f

ρ
) . (247)

In order to obtain a wave equation for B we now add on both sides of equation (247)

the term 1
c20

D2
0B′

Dt2
and find:

1

c2
0

D2
0B

′

Dt2
−∇2B′ = −∇ · (

~fc + ~f

ρ
) + [

1

c2
0

D2
0B

′

Dt2
− ∂

∂t
(
1

c2

Di

Dt
)] (248)

in which we have made use of the equation:

Dρ

Dt
=

1

c2

Dp

Dt
=

ρ

c2

Di

Dt
. (249)

We define B′ = B − B0 as the deviation from the steady potential flow total enthalpy B0

and c0 the corresponding local speed of sound. Further we use the definition:

D0

Dt
=

∂

∂t
+ (∇ϕ0) · ∇. (250)

We distinguish now two aero-acoustical sources of sound: the Coriolis force and a second
term which we have put between brackets [...]. It is obvious that for very low Mach num-
bers U0/c0 << 1 this additional term vanishes. Deviations are expected to have in first
approximation a monopole character and to scale with the volume of the source region.
Howe [51] suggested if, we limit ourselves to small Mach number flows and to compact
source regions, this sound source is negligible. This is confirmed by experience.

When convective effects are negligible M << 1 we can use Kirchhoff energy equation
for a harmonic acoustical field and we obtain the equation for the power < Pv > generated
by vortices:

< Pv >=
∫

V
< ~fc · ~u > dV (251)

which will be most useful to provide heuristic models of the interaction between vortices
and acoustical flow.

The success of “Vortex-Sound” theory is due to the fact that vorticity is much more
confined (limited in space) than the sound source of Lighthill. As shown by Powell [91],
Möhring [70] and Schram [103] the formulation of the analogy in terms of vortex sound allow
the reinforcement of momentum and energy conservation to our flow model. Furthermore
as understood by Powell, it allows to use all the powerful methods of vortex dynamics. We
give a short introduction to this subject in the next section.
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6.3 Vortex dynamics

We now consider more general flows in which there is some vorticity (~ω 6= 0). In the case
of a frictionless homentropic flow we can, by taking the curl of Crocco’s equation, deduce
an equation which involves only the kinematic quantities 14 ~v and ~ω:

∂~ω

∂t
= −∇× (~ω × ~v) = −(~v · ∇)~ω + (~ω · ∇)~v , (252)

or, using the mass-conservation law, we find:

D

Dt
(
~ω

ρ
) = [(

~ω

ρ
) · ∇]~v . (253)

This equation is a consequence of the absence of tangential (viscous) forces on the particles
of fluid. Without tangential forces there is no torque and the impulse momentum of the
particle should be conserved. The particle rotation increases as a result of a stretching
(~ω · ∇~v) in the direction of ~ω because of the reduction of the moment of inertia of the
particle by stretching. When there is no stretching the vorticity remains constant. We can
therefore also expect that in more general situations where the flow is not irrotational, we
can still deduce the flow from purely kinematic equations. The easiest case is that of an
incompressible two-dimensional flow ~v = (v1, v2, 0) for which the vorticity ~ω = (0, 0, ω) of
a fluid particle remains constant 15:

D~ω

Dt
= 0 . (254)

Vorticity “dynamics” based on this equation enables the expert in fluid dynamics to make
an “intuitive” prediction of the flow [101]. Some numerical methods like the vortex blob
method [62], are based on this two-dimensional frictionless flow approximation.

As an example of the use of point vortex models we consider a pair of two line vortices
with opposite circulations Γ and −Γ. The circulation which corresponds to the strength
of the vortex is the integral of ~v along a contour C enclosing the vortex:

Γ =
∮

c
~v · d~s =

∫

S
~ω · ~ndS .

Using Stokes theorem this can be written as the integral of the “flux” of vorticity ~ω through
a surface S sustained by C. For the case of a line vortex we expect a circular flow pattern
with tangential velocity vθ around the vortex line. The circulation can then be written as:
Γ = 2πrvθ, where r is the distance to the vortex line. This means that the vortex induces
a velocity field: vθ = Γ

2πr
. The radial velocity vr = 0 vanishes because we assume that

14∇×∇B = 0 and we assume that ∇× (~f/ρ) = 0 because ~f = 0.
15In a three-dimensional flow the vorticity of a particle changes as a result of the stretching of a fluid

particle, which induces an increase of angular velocity by conservation of angular momentum. Since in
an incompressible two dimensional flow the particles are not stretched in the direction of (0, 0, ω), the
vorticity of a fluid particle remains constant.
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Figure 39: a) Flow pattern around a line vortex and b) movement of a pair of line vortices.

there is no source of volume in the flow. As vorticity moves with the local flow velocity
in an incompressible two-dimensional flow (Dωz/Dt = 0) a pair of vortices with opposite
circulations (Γ and −Γ) will move with a velocity (Γ/2πb), where b is the distance between
the vortices. A pair of vortices with the same circulation will turn around the midpoint of
the line segment joining their cores. This type of vortex motion is discussed in detail by
Saffman [101].

Using point vortices and applying the images method it is a simple matter to predict
the interaction of vortices with rigid walls. Furthermore, study of the perturbation of an
infinite row of point vortices unables us to comprehend the instability of so-called shear
layers (see next section) and the formation of large coherent vortical structures which we
call “vortices”.

6.4 Dipole character of vortex sound

It is a puzzling fact that in Powell’s analogy we have obtained an approximation of
Lighthill’s quadrupole ∂2ρvivj/∂xi∂xj which has a dipole character −∇ · ~fc. We discuss
this “paradox” in the present section.

A key property of vorticity is that its elementary form is a dipole. There are no sources
of vorticity. This can easily be verified from the definition ~ω = ∇× ~v which implies that
the vorticity field is divergence-free: ∇· ~ω = 0. Vorticity lines ~s(~x, t) defined by ~ω×d~s = 0
are consequently closed-curved 16. The most elementary form of vorticity distribution is
therefore a vortex ring. In a simplified model we can concentrate the vorticity in a torus of

16In frictionless theory the effect of the vorticity in the boundary layers is taken into account by images
of the “vorticity” field in the wall. Vortex lines ending on a wall form a closed curve together with their
images.
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Figure 40: Dipole character of a vortex ring [94].

limited thickness. In practice this core thickness is determined by viscous forces. Outside
this core we have a potential flow. For any curve C which does not enclose the core the
circulation

∮
c ~v · d~s is zero. Any curve enclosing the core has a circulation:

Γ =
∮

c
~v · d~s =

∫

s
~ω · ~ndS , (255)

independent of the choice of the contour C, as long as it encloses the core. The surface S
in this equation is an arbitrary surface sustained by the contour C.

In many examples of applications of vortex-sound theory the vorticity ~ω is concentrated
in a line vortex corresponding to the limit of a infinitely thin core. It is important to realize
that this model introduces spurious effects. In a two-dimensional flow a system of four (or
more) line vortices show a chaotic behaviour due to the singularity of the velocity at the
vortex line. Furthermore a line vortex ring cannot exist in a three-dimensional flow because
the curvature of a line vortex implies an infinitely large self-induced velocity. The finite
thickness of the viscous core is essential [4].

In view of the fact that we implicitly always assume a finite viscous core [94], we
further discuss the flow induced by a vortex ring formed by a closed vortex line. Taking
the circulation around the vortex core we find that the potential ϕ is not single-valued.
Assuming an integration from a point A towards a point B placed on both sides of a control
surface SΓ sustained by the vortex ring (figure 40) we find a jump ∆ϕ of the potential at
SΓ:

∆ϕ =
∫ B

A
~v · d~s =

∮

C
~v · d~s = Γ , (256)

corresponding to the circulation of the vortex line. As explained by Prandtl [94], a discon-
tinuity ∆ϕ on the surface SΓ can be considered as induced by a uniform layer of dipoles
with a strength Γ per unit area on SΓ. This dipole layer is the limit (for Q → ∞ and
δ → 0) of a layer of sources with total strength Q separated by a distance δ from a layer of

78



sinks of equal strength. This signifies a large uniform flow in the interface between the two
layers. The momentum associated with this dipole distribution is (Qδ) = |ρ0Γ

∫
S ~ndSΓ|.

Applying a force ~F for a certain time on the flow implies the production of a mo-
mentum

∫ ~Fdt which corresponds to the creation of a vortex structure of dipole strength
ρ0Γ

∫
S ~ndSΓ =

∫ ~Fdt. When the product of the circulation Γ times the surface SΓ changes,
there is a force acting on the flow 17. It is therefore not surprising that a study of the
evolution of the vorticity in a flow field provides information on the forces acting on the
flow.

An example of this is the flow through a glottis. Due to boundary layer separation, a
free jet is formed in the diverging part of the glottis (section 6.1). Because of turbulent
mixing the vorticity in the shear layers delimiting the jet is annihilated further downstream
(figure 36). The jet between the separation point and the turbulent mixing region forms
a vorticity distribution which induces a pressure difference ∆p = 1

2
ρU2

j across the glottis,
Uj being the flow velocity in the jet. In terms of vortex sound the deviation between
the jet flow and a potential flow is a source of sound. This source of sound is a dipole
corresponding to the force Sj∆p, Sj is the jet’s cross-sectional area. This representation
is equivalent to the more classical model in which the volume flux (SjUj) is assumed to
act as a volume source for the downstream part of the acoustic system (vocal tract). The
advantage of the vortex-sound interpretation of the flow is that it not only enables us to
understand the quasi-stationary jet flow but could also be used to formulate a model of
an essentially non-stationary sound-production mechanism. For example the impingement
of the modulated vorticity of the jet on the false vocal cords can result in whistling as
discussed in a double-diaphragm configuration by Rayleigh [95], Bouasse [10], Wilson and
Beavers [115] and Stokes & Welsh ([107], [47]).
When no net force is acting on the flow as is the case when considering a turbulent free
jet, there is no net dipole and, as explained by Lighthill [68], the sound is produced by a
quadrupole. If we observe an acoustical dipole there is a force involved in the sound pro-
duction.

If we consider the sound production of vortices in free field conditions we can write the
analogy of Howe [51] in the form:

B′ = −
∫ t+

−∞

∫

V
G0(~x, t|~y, τ)∇ · (~ω × ~v)dVydτ . (257)

By partial integration and making use of the symmetry of the free space Green’s function
∇xG0 = −∇yG0 we find:

B′ = −∇x ·
∫ t+

−∞

∫

V
G0(~x, t|~y, τ)(~ω × ~v)dVydτ . (258)

17Applying the steady Bernoulli equation across the surface SΓ we see that a time-dependence of the
circulation Γ = ∆ϕ corresponds to a pressure jump ∆p = −ρ0(∂Γ/∂t).

∫
∆p~ndSΓ corresponds to the force

~F acting on the flow which causes the variation in Γ.
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Using a multipole expansion around ~y = 0 and noting the leading order term (dipole)
should vanish in the absence of external forces we have:

B′ = −∇x ·
∫ t+

−∞

∫

V
G0(~x, t|0, τ)(~ω × ~v)dVydτ

− ∇x ·
∫ t+

−∞

∫

V
(∇yG0)~y=0 · ~y(~ω × ~v)dVydτ (259)

which yields in the far field approximation and using the delta function in G0 to carry out
the time integration:

B′ = − xixj

4π|~x|3c2
0

∂2

∂t2
[
∫

V
yi(~ω × ~v)jdVy]τ=te (260)

with te = t − |~x|/c0. This is Powell’s result. For a compact source region we neglect the
variation of te over the jet ([91], [20], [22]). For jet of circular cross section the Strouhal
number StD = fD/U0 based on the dimension of the vortical region D is of order unity.

The condition of compactness Dk2π
(

Df
U0

) (
U0

c0

)
<< 1 also implies U0/c0 << 1. In the case

of planar free jets, however, it appears [6] that the Strouhal number Sth = hf/U0 based
on the jet thickness h is of the order of Sth ' 3× 10−2.

Using his formula Powell [91] predicted the sound production of two co-rotating vortex
lines (2-D flow).

Möhring ([71], [20]) has proposed for low Mach numbers U0

c0
¿ 1 compact vortical flows

k0D << 1 in free space an alternative formulation of equation (260) which can have some
numerical advantages:

p′ =
ρ0

12πc2
0|~x|3

∂3

∂t3
[
∫

V
xiyiyj(~ω × ~x)jdVy]τ=te . (261)

As explained by Schram [103], the difference between Powell’s and Möring’s formulation is
due to a difference in reinforcement of momentum and energy conservation in the flow. For
circular symmetrical flows an additional reinforcement of the energy conservation results
into a very robust formulation. Using this formulation Möhring [71] was able to describe
the sound production of leap-frogging circular vortex rings by means of a highly simplified
locally 2-D flow model.

6.5 Grazing flow along a Helmholtz resonator

An empty bottle, the open window of a car, a harbour,... (Fig. 41) are examples of
Helmholtz resonators which “whistle” when exposed to a grazing flow along the opening.
Such oscillations have been described by Elder [30] in terms of a model analogous to
Fletcher’s jet drive in flue instruments. Howe [49], Möhring [70], Crighton [21], ... have
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Figure 41: Some Helmholtz resonators.

developed linear models to predict the conditions of stability of such flows described in
terms of thin shear layers.

We present here a modification of the simple non-linear model proposed by Nelson [81]
for a study of flow pulsations in a muffler. The model appears to describe qualitatively
the self-sustained flow pulsations in pipe systems with closed side branches [11], [88]. This
simple model is a prototype of a vortex-sound theory.

We start our discussion by considering the non-oscillating grazing flow across an orifice
of a resonator. The flow separates at the upstream edge of the orifice to form a shear
layer separating the main flow U∞ outside the resonator from the “stagnant” fluid in the
resonator. We further assume a rectangular orifice of width W in the direction of the flow
(x-axis) and depth H normal to the main flow (z-axis). The circulation ∆Γ of an element
of length ∆x of the shear layer can be calculated by taking the circulation along a path
enclosing the element (Fig. 42). We find:

∆Γ =
∮

∆S
ωzdS =

∮

C
~v · d~s = −U∞∆x . (262)

The fluid in the shear layer is convected with a velocity Uc which is a compromise between
U∞ and the low velocity in the resonator:

Uc ' U∞/2 . (263)

This entails a rate of flow of vorticity along the upstream edge at the origin of the shear
layer of:

dΓ

dt
=

dΓ

dx
Uc = −U∞Uc . (264)

Nelson [81] assumes that this rate of vorticity shedding is not modified by the pulsations.
The perturbation of the shear layer by the transversal acoustic field is assumed to trigger
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Figure 42: Nelson’s model of vortex shedding.

a concentration of the vorticity into discrete line vortices rather than a modification of the
rate of vorticity shedding at the upstream edge of the orifice dΓ/dt. This model was found
by Bruggeman [11] to be valid under conditions of moderately large acoustic amplitudes:

10−2 ≤ u′a/U∞ ≤ 10−1 . (265)

These amplitudes are strong enough to induce a saturation of the shear layer instability
leading to the formation of discrete vortical structures (figure 44) and yet weak enough for
the flow separation at the upstream edge to be controlled by the steady mean flow.

The vortices are formed each time period T at: t = nT +τc. Nelson [81] and Bruggeman
[11] both found that t corresponds to the instant at which the acoustic flux changes direction
from outwards to inwards of the resonator 18. For harmonic oscillations this corresponds
to a minimum of the pressure in the resonator. According to this model the circulation of
the vortex increases linearly with time during the first period of its life. In Nelson’s model
we assume that the vortex is convected along the plane of the unperturbed shear layer
(y = 0) with a uniform velocity UΓ ' 0.4U∞:

ωz = −(t− nT − τc)U∞Ucδ(x− xΓ)δ(y − yΓ) , (266)

for t− τc < (n + 1)T where:
xΓ = (t− nT − τc)UΓ , (267)

and
yΓ = 0 . (268)

18This is only valid for moderate amplitudes. At large amplitudes the acoustic field induces a shift of the
vortex shedding which is discussed by Peters [88] and Kriesels [63]. At low amplitudes the vortex shedding
is not only controlled by acoustical perturbations of the shear layer. Hydrodynamic feedback also becomes
significant resulting in other phase conditions for vortex shedding
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Note that UΓ differs from the local convection velocity Uc of vorticity near the upstream
edge of the orifice. The velocity UΓ corresponds to the convection of a large coherent
vortical structure rather than to a distributed vorticity convected with the velocity Uc.
After one period of oscillation the circulation saturates and we have a time-independent
vorticity of the vortical structure:

ωz = −T (U∞Uc)δ(x− xΓ)δ(y − yΓ) , (269)

for t− τc > (n + 1)T . For the sake of simplicity we approximate the acoustic velocity field
~u′a through the orifice as a harmonic, spatially uniform 19 flow of amplitude ûm:

~u′a = (0,−ûm sin ω0t, 0) , (270)

with ω0 = 2π/T .

Substitution of this vortex model of the shear layer and of this simple acoustic field
in Howe’s energy corollary provides the rate of production < Ps > of energy by the shear
layer:

< Ps >= ρ0ûmU∞UcWH
cos(StΓ)

StΓ
, (271)

for:

StΓ =
Wω0

UΓ

> 2π , (272)

and:

< Ps >= ρ0ûmU∞UcWH
1

2π

[
cos(StΓ)− sin StΓ

(StΓ)

]
, (273)

for:
StΓ < 2π . (274)

The function < Ps > /Pref = 2π < Ps > /1
2
ûmρU∞Uc(HW ) is shown in Fig.43.

We observe a series of critical velocities for maxima of < Ps > corresponding to suc-
cessive “hydrodynamic modes” of the shear layer. Flow visualizations of the first two
hydrodynamic modes have been obtained by Nelson [81], Bruggeman [11] and Peters [88]
(Fig. 44).

In principle the production of sound could be balanced by radiation and friction losses
of the resonator. This would lead to rather unrealistically large pulsation amplitudes
ûm/U∞. A more realistic pulsation amplitude is obtained by assuming energy losses due
to vortex shedding at the (sharp) downstream edge of the resonator. Two simple models
are available to describe this vortex shedding:

- the quasi-steady approximation ([55], [26]) and

19The exact spatial distribution of the acoustic flow depends on the geometry of the orifice. If the edges
of the orifice are sharp, the flow is certainly non-uniform [48], [112]. At the edges the velocity field is
singular. The assumption of a spatially uniform acoustic field is reasonable when the edges of the cavity
are rounded.
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Figure 43: Acoustical power < Ps > produced by the shear layer as predicted by Nelson’s
model. The Strouhal number Stw is defined as Stw = ω0W/U∞. When < Ps > is positive,
self-sustained oscillations can be sustained.

Figure 44: Visualization of vortical structures formed by acoustic perturbation of a shear
layer at moderate amplitudes (second hydrodynamic mode).
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- the high Strouhal number approximation [48].

In the first model we assume a quasi-steady free jet formed at the orifice as a result of the
transversal acoustic flow. We assume that this induces a pressure difference 1

2
ρ0u

2
m across

the orifice. Using this model we find a dissipated acoustic power:

< Pd >= − <
1

2
ρ0û

3
m(H ×W ) > . (275)

This simplified model corresponds to the assumption that the vortex shedding at the down-
stream edge of the orifice can be described as a separation of the transversal flow through
the orifice driven by the acoustic oscillation. We assume that this phenomenon is indepen-
dent of the shear-layer flow. We further assume that there is no recovery of the pressure in
the free jet. These are rather crude assumptions. It is strange to use a unsteady model for
the vorticity in the shear layer while we use here a quasi-stationary model for the vortex
shedding at the downstream edge of the orifice.

The second model which seems more reasonable presupposes a local vortex shedding
at the downstream edge of the orifice. We assume that the flow separates at the edge and
that the vorticity can be concentrated in a single line vortex. The strength and position of
the vortex are calculated by assuming a Kutta condition of finite flow velocity at the edge
[48]. Within the framework of such a local model it is reasonable to assume that this vortex
shedding is driven by the transversal flow independently of the shear-layer behaviour. For
typical Strouhal numbers Sta = ω1W/ûm = O(1), the acoustic energy absorption predicted
by this model is of the same order of magnitude as that predicted by the quasi-stationary
model discussed above. In his original paper Howe [48] takes into account the influence
of the uniform grazing flow U∞. For the present application it seems more appropriate to
assume that the local vortex shedding is only induced by the acoustic flow through the
orifice. We neglect the main flow U∞ in the local description of the vortex shedding. If we
furthermore assume that the acoustic velocity has a constant value during each half-period
(alternating only in sign), the solution of the flow problem is self-similar and can be ob-
tained analytically. Peters [88] finds the acoustic power produced by this type of vortex

shedding to be: < Pd >= −
(

9
π

)5/3
1√
32

(
Sta
2π

)1/3
1
2
ρ0û

3
mWH for a rectangular edge (angle

π
2
). According to Howe’s model < Pd > scales with û8/3

m .

The balance of the power < Ps > + < Pd >= 0, can be used to calculate (ûm/U∞). It
is typically found [63] that:

ûm/U∞ = 0(1) . (276)

This result is independent of the type of vortex-shedding model used. As < Ps > is propor-
tional to ûm while < Pd > scales with û3

m, it is obvious that (ûm/U∞) is not very sensitive
to the details of the model. A more detailed discussion of three different models is provided
by Dequand [25]. For rounded edges of the orifice Dequand [25] observes experimentally
ûm/U∞ ' 0, 6. For a cavity with sharp edges the amplitude decreases to ûm/U∞ ' 0.1.
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Figure 45: Pipe termination with flow

6.6 Low frequency behaviour of an open pipe termination

We consider a sharp-edged open pipe termination (figure 45).
We assume free space outside the pipe. Due to the presence of a subsonic main flow

trough the pipe a free jet is formed in which the kinetic energy of the flow is dissipated. We
assume a quasi-steady behaviour of the jet. In such a case the pressure in the jet will be
equal to the pressure of its surroundings. If we assume a uniform main flow the linearized
mass conservation law becomes:

(
∂

∂t
+ U0

∂

∂x
)ρ′ + ρ0

∂v′

∂x
= 0 . (277)

The corresponding momentum equation is:

ρ0(
∂

∂t
+ U0

∂

∂x
)v′ +

∂p′

∂x
= 0 . (278)

Elimination of v′ and of ρ′ = p′/c2
0 yields the wave equation:

1

c2
0

(
∂

∂t
+ U0

∂

∂x
)2p′ − ∂2p′

∂x2
= 0 . (279)

The corresponding solution is:

p̂ = p+ exp[−ik+
0 x] + p− exp[ik−0 x] (280)

with:
k±0 =

ω

c0 ± U0

. (281)

Substitution in the momentum equation (278) yields:

v̂ =
p+ exp[−ik+

0 x]− p− exp[ik−0 x]

ρ0c0

(282)

If we neglect acoustical radiation we will have a zero acoustical pressure at the outlet
p′out = 0. If a pressure wave p+ is traveling towards the pipe outlet a reflected wave p− will
be generated to satisfy this boundary condition. So we have:

p+ + p− = 0 (283)
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and a corresponding pressure reflection coefficient:

p−

p+
= −1 . (284)

In contrast with the case of an ideal open pipe termination this does not mean that there
are no acoustical energy losses upon reflection. If we consider the fluctuations of total
enthalpy B′ we have in linearized approximation:

B′ =
p′

ρ0

+ U0v
′ (285)

so that:

B± =
p±

ρ0

(1± U0

c0

) . (286)

From equation (284) we find:
B−

B+
=

U0 − c0

U0 + c0

. (287)

This formula is in close agreement with experimental results at low Strouhal numbers
ωa0/U0 < 1 [89].

The absorption of acoustical energy corresponds to the absorption which we found in
our discussion of the Helmholtz resonator (section 6.5). Using the vortex sound theory
we can predict this behaviour by assuming (within an acoustical model) a discontinuity in
the total enthalpy ∆Bsource = −U0v

′ placed at the pipe termination. This aero-acoustical
source corresponds to the deviation of the actual flow from the reference potential flow
which we would have without the formation of a free jet. The acoustical energy absorption
− < (ρ′U0 + ρ0v

′)∆Bsource > can be expressed in terms of the real part of a radiation
impedance 1

2
Re[z]|v′|2. As p′ = 0 and consequently ρ′ = 0 we find [55]:

Re[z]/ρ0c0 = M

The absorption of acoustical energy by the flow at the pipe termination can be used
to design a non-reflecting pipe termination. This is what we call an anechöıc termination
(without echo). For this purpose Bechert proposed to place an orifice with opening Sj at
the end of a pipe with cross-section Sp (figure 46 [5]). Using a quasi-steady incompressible
flow model we find the velocity Uj in the free jet:

ρjUjSj = ρpUpSp. (288)

The equation of Bernoulli:
Bj = B0 (289)
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Figure 46: Anechöıc pipe termination of Bechert.

becomes in linearized form if we assume p′j = 0:

ρ0v
′
jSj = ρ′pUpSp + ρ0v

′
pSp

v′jUj = v′pUp +
p′p
ρ0

(290)

In these equations we have neglected terms of the second order in the Mach number Uj/c0.
We assume for example that the average density in the pipe is equal to the density in the
jet. Substitution of p′ = c2

0ρ
′, p′p = p+ + p− and v′p = (p+ − p−)/(ρ0c0) yields:

p−

p+
=

(
1 + Mp

1−Mp

) 


1−Mp

(
Sp

Sj

)2

1 + Mp

(
Sp

Sj

)2


 . (291)

From this equation we see that at the critical Mach number given by:

U0

c0

=

(
Sj

Sp

)2

(292)

the reflection coefficient vanishes. Using a series of diaphragms one can extend the condi-
tions for a reasonably anechöıc behaviour to a finite range of Mach numbers.
In the limit Sj = Sp we recover the reflection coefficient at an open pipe termination given
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by equation (284) p−/p+ = −1. In the opposite limit Sj/Sp → 0 we have p−/p+ = −1

because Mp =
(

Sj

Sp

)
Mj → 0 for Mj << 1. We recover the reflection coefficient at a closed

pipe.

Another interesting limit case is the condition when the flow at the orifice is sonic
Mj = 1. This condition corresponds to the highest Mach number than we can reach at the
orifice for a steady isentropic flow. In such a case the flow at the orifice is chocked. If we
assume a quasi-steady flow behaviour we have:

Mj =
Uj

cj

= 1.

In quasi-steady approximation the Mach number Mp in the pipe is determined by the ratio
Sp/Sj of the pipe cross-section to the orifice cross-section. For a caloric perfect gas with
constant specific heat ratio γ we find:

Sp

Sj

=
1

Mp

(
1 + γ−1

2
M2

p
γ+1

2

) γ+1
2(γ+1)

.

From the condition M2
j = 1 we therefore find Mp = const which implies:

v′p
Up

= −c′p
cp

= 0

where cp is the speed of sound in the pipe. For a caloric perfect gas, p = ρRT and
c =

√
γRT assuming an isentropic flow (pp/pref ) = (Sp/ρref ) we have:

v′p
Up

− γ − 1

2γ

p′p
pp

= 0.

Using v′p = (p+ − p−)/ρpcp and p′p = p+ + p− we find:

p−

p+
=

1−
(

γ−1
2

)
Mp

1 +
(

γ−1
2

)
Mp

and
B−

B+
=

(1−Mp)

1 + Mp

(
1−

(
γ−1

2

)
Mp

)
(
1 +

(
γ−1

2

)
Mp

) .

For low Mach Mp we find:

Sp

Sj

'
1 +

(
γ+1

8

)
M2

p + . . .

Mp

(
γ+1

2

) γ+1
2(γ−1)

.

For Mp << 1 we have:

Mp =

(
Sj

Sp

)
1

(
γ+1

2

) γ+1
2(γ−1)

.
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Figure 47: A model for the flow at the outlet of a pipe with main flow. The acoustical
field induces the breakdown of the shear-layer of the free jet into discreet vortices which
are convected at a constant velocity in the direction along the pipe axis. The acoustic flow
~uac has a stream-line pattern corresponding to a potential flow. It has a singularity at the
sharp edge of the pipe termination.

We would like now to understand the absorption of sound in terms of a more detailed flow
model. The acoustical velocity fluctuation induces a modulation of the vorticity in the
shear layers of the free jet. As these shear-layers are unstable, the perturbation in the
vorticity will grow as it is convected away with the flow. A linearized theory taking into
account the dynamics of the shear-layers is very complex (Munt [77], Rienstra [98], Cargill
[12], Howe [97]). A simple heuristic model can be obtained at moderately high amplitudes.
For typical values v′/U0 ≤ 10−2 the perturbations in the vorticity of the shear layers will
trigger the formation of discreet vortical structures in which all the vorticity shed at the
separation point is concentrated. A new vortex is formed each oscillation period when the
acoustical velocity turns from pipe inwards to outwards. As the acoustical perturbations
are not very large the circulation of the vortex growth linearly in time following Nelson’s
approximation: dΓ/dt = −U2

0 /2 (see section 6.5). Those vortices are convected roughly at
a constant velocity UΓ ∼ U0/2 in the direction of the pipe axis. We have furthermore an
acoustical stream-line pattern corresponding to a potential flow (figure 47). It has therefore
a singularity at the sharp edge where flow separation occurs.
In order to obtain more insight we now use the energy corrolary of Howe:

< Pv >= −ρ0

∫

V
< ~ω × ~v) · ~uac > dV. (293)

We first consider the acoustical behaviour of the vortices just as they are formed close to
the edge of the pipe termination. Due to its potential flow character the acoustical stream-
lines near the edges of the pipe exit are normal to the pipe axis. They turn smoothly
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around the corner. Due to the singularity at the edge the acoustical velocity will locally
be very large compared to the instantaneous value of the fluctuating velocity v′ imposed
to the flow in the pipe. The cross product (ω × ~v) · ~uac will be large and positive. Which
corresponds to an absorption of sound. This seems logical because there is formation of
vortices due to acoustical perturbations. However after half an oscillation period the sign
of (ω×~v)·~uac changes because the acoustical flow turns from pipe outwards to pipe inwards
while the vorticity and the convective velocity ~v keep the same sign. There is therefore
now a production of sound. This sound production will however be much weaker than the
initial absorption because the vortex is now far from the edge singularity. The acoustical
flow velocity decreases and its direction turns towards that of the convective velocity ~v
(figure 47). This explains the net sound absorption after an oscillation period.

Now that we have seen that the absorption of sound at an open pipe termination is due
to a balance between an initial absorption upon vortex shedding followed by a production
of sound, we can try to shift the balance in favor of the production. Replacing the edges
by round lips does reduce the singularity of the acoustical flow at the separation point.
Furthermore the acoustical velocity is at the separation point almost directed along the
pipe axis. Therefore the initial sound absorption becomes quite low. In order to produce
sound in the second half of the oscillation period the vortices should not have travelled too
far way from the opening. As they travel away the acoustical velocity amplitude decreases
roughly with the square of the distance and the direction of the acoustical velocity turns
towards the pipe axis. To avoid this we should blow at a critical speed such that the
travel time of the vortices along the lips corresponds to about an half oscillation period.
For a radius of curvature RL of the lips we should have 2RLf/U0 ' 1/2. This fits quite
well with the experiments. When we try to whistle very hard we do not produce any
sound. This explains the frustration of children trying to blow harder and harder when
they try to whistle. Please note that this model explains that the sound production does
not become more efficient when we introduce sharp edges in the flow. This contradicts the
early heuristic models in which sound production was assumed to be due to collision of
the shear-layers with sharp edges. A sharp edge placed downstream of the flow separation
point can increase the sound production but this is not always the case. We have already
seen in our discussion of the Helmholtz resonator that vortex shedding at this downstream
edge is likely to be an amplitude limiting mechanism in self sustained oscillations. This
also occurs in flue organ pipes [113], [31]

The heuristic model described above explains acoustically induced flow instability in
diffusers [67].
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Figure 48: Acoustically induced flow separation at a sharp edge of a clarinet pipe without
horn.

6.7 High amplitude response of resonators

Flow separation does not only occur as a result of a steady main flow. We consider now
a case in which there is no time average main flow. When the amplitude of the acoustical
particle displacement ûac/ω becomes comparable to the radius of curvature of an edge we
can observe flow separation (figure 48 [26]). In a clarinet the horn will not only enhance
the radiation of the musical sounds, it will also prevent flow separation to occurs in spite
of the large acoustical displacements. For typical fortissimo blowing pressures pm = 3kPa
the acoustical fluctuations in the pipe correspond to velocities at the pipe exit of the order
of pm/(ρ0c0) = 8m/s. (The amplitude of acoustical pressures at the mouth piece reaches
the level of the mouth pressure pm.) For a low note f = 140 Hz this corresponds to particle
displacement amplitudes pm

ρ0c0ω
of almost 1 cm. This is comparable to the pipe radius. At

higher frequencies the tone holes are open, so that much of the acoustical flow has to pass
through a rather narrow orifice. In spite of the lower acoustical particle displacement due
to an increase of the frequency, the acoustical displacement reach the order of magnitude of
the diameter of tone holes. If the tone holes are too narrow this causes a severe damping.
In fact a thin walled clarinet will need narrower tone holes than a thick walled clarinet in
order to achieve the same acoustical inertia. The result is that such a thin walled clarinet
does not produce any sound([59],[79]).

One of the key improvement of Boehm in the design of the modern traverso flute was
to enlarge the holes. In order to allow for this on a thin-walled pipe, chimneys are placed
around the holes. Boehm believed that he had increased the radiation efficiency of his
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Figure 49: Non-linearity of the flow at a tone hole. There is a jet formed by the outgoing
flow. The incoming flow is potential. It decays with the square of the distance from the
hole. You cannot blow a candle by aspiring air.

Figure 50: A carrousel driven by Helmholtz resonators excited at large amplitudes.

instrument by increasing the mouth-tone and the hole diameters. He did actually reduce
losses due to vortex shedding. This allows high oscillation amplitudes in the pipe[31],[113].

Even with thick walls there is a strong vortex shedding at tone holes of a clarinet.
When flow separation occurs we can easily feel the outflow because there is formation of
a free jet. The inflow cannot be detected because it is a potential flow which decays very
rapidly as we move away from the opening of the tone hole. Hence when we place a candle
it will be blown away by the outgoing flow, but almost not affected by the inflow. Try to
blow a candle out by aspiring air. You need strong lungs to achieve that (figure 49).

As the incoming air flow is not directive it is not associated with any momentum
transfer. The outgoing flow form a free jet which carries a momentum flux ρSU2. This
result into a net force on a Helmholtz resonator which is excited at large amplitudes. This
effect can be used to make a carrousel turn ([10]) as shown in figure 50.

Similar non-linear flow separation is common in bass reflex ports of loudspeaker boxes
[100]. A loudspeaker is placed in a box to avoid leakage of the acoustical flow around
the edges of the loudspeaker. At low frequencies the air in a closed box is almost incom-
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pressible. In order to allow for the radiation of low frequencies an opening is made in the
box through a pipe segment called the bass reflex port. The Helmholtz resonance of this
system is tuned to allow oscillation of the membrane down to about 50 Hz. When loud
low frequency sounds are played with such a box flow separation is observed and one can
not only blow a candle but even blow soap bubbles. The impulsive vortex shedding excites
the resonances of the pipe segment which are around 1 kHz. This is experienced as noise.
The effect of the vortex shedding can considerably reduced by rounding off the edges of the
pipe segment. We should however round both the inner and outer side of the pipe segment.
This is not always done in bass reflex ports! Furthermore one can drastically reduce the
noise by placing a few perforations along the pipe segment. The jet flow generated by high
amplitude oscillation of a Helmholtz resonator is called in the literature a synthetic jet.
Such synthetic jets can be used for flow control or as a cooling device[36].

In other resonators like straight closed straight pipes high amplitudes can induce the
formation of shock waves. In particular when both ends of the pipe are closed the formation
of shock can occur at modest acoustical amplitudes if the quality factor of the resonator
is high. When the pipe is open at one end the reflection at the open-end inverse the
compression waves into expansion waves which have opposite non-linear wave steepening
effects [26]. This implies that shock are only observed at very high amplitudes when
the shock formation distance is shorter than the pipe length. This is common in brass
instruments[44]. The typical brassy sound is due to shock wave generation in the pipe. In
car muflers shock wave formation cause so called rasping sound.

7 Turbulent noise

7.1 Turbulence

Turbulence is a complex chaotic unsteady flow behaviour which appears when friction forces
are too small compared to non-linear convective forces to stabilize the flow in regions of
large shears rates such as boundary layers, shear-layers.... In general the ratio of non-linear
convective forces ρ(~v · ∇)~v and of viscous forces ∇ · ~~τ is estimated by using the Reynolds
number defined by:

Re =
U0D

2

ν0L
(294)

where U0 is a characteristic (main flow) velocity, D is a characteristic gradient length for
the viscous force (ν0∇2~v ∼ ν0U0/D

2) and L is a gradient length for the convective force
((~v · ∇)~v ∼ U2

0 /L).
Depending on the choice of D and L the Reynolds number is a measure either for the

importance of dissipation in the flow or for the stability of the flow. In general in most
shear flows when we take L = D we obtain a measure for the stability of the flow. For
example a pipe flow is in general likely to be turbulent if the Reynolds numbers based on
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the diameter D of the pipe is larger than a critical value ReD = U0D/ν0 > 2300. However
the importance of dissipation in a pipe flow depends also on the length L of the pipe.

When the flow velocity varies smoothly over the characteristic length D we call the
flow laminar, by opposition to turbulent. In general below the critical Reynolds number
for the appearance of turbulence the dissipation becomes smaller with increasing Reynolds
number. The higher Reynolds the more accurate the equation of Bernoulli becomes. Tur-
bulence implies however a strong dissipation by transfer of energy from the large length
scale D towards vortical length scales which have a characteristic Reynolds number of
unity and dissipate the kinetic energy of the flow. This transfer occurs by a cascade of
energy from large to small length scales by the stretching of vortical structures. Dissipation
becomes essential in a turbulent flow and the equation of Bernoulli is certainly not valid.

Turbulence occurs in many systems which produce noise because noise production
is often associated with large flow velocities or extended sources corresponding to large
Reynolds numbers. Typical Reynolds numbers of an aircraft is ReD = 108 based on the
wing cross section cord length. Exception to this rule are musical instruments and biolog-
ical systems 20

Turbulence is important because it appears in most systems which are important sources
of noise. In particular it is an intrinsic source of noise which remains when all other effects
have been minimized. For example if we build a ventilation fan in a rigid channel, even
if the fan is perfect and we avoid any interaction of the blades with the (mechanical)
support of the fan, there will be an unsteadiness of the flow due to turbulence (incoming
channel flow and boundary layer-trailing edge interaction). This results into a variable
thrust (dipole) of the fan which generates propagating waves. Typically the sound will
then be a broad band noise in contrast to the sound produced by the interaction of a fan
with a support which generated harmonics of the rotation frequency.

An accurate prediction of the sound production by turbulent flows is quite difficult. In
many cases even a numerical model is not accurate enough to predict the correct scaling
rules for the production of sound in free field conditions. Analytical methods to deter-
mine the scaling rules and understand the elementary processes which control the sound
production are still important tools. We illustrate this statement with the turbulent free
jet.

20The evolution of recorders have produced instruments in which the flow is dominantly laminar which
may be due to the optimization of the ratio of harmonic sound to broad band noise in this particular instru-
ment. However the instrument work at the verge of turbulence, because otherwise the sound production
would be too weak. In a similar way the blood-circulation works at the maximum Reynolds number just
before the onset of turbulence. This corresponds to the minimum of viscous losses. When turbulence
appears in such systems, its typical noise production is an indication for the practician for a defect of our
body. We will also see that the appearance of turbulence is a significant problem when considering the
scaling up of devices such as acoustical cooling machines. Again in such a case the optimum would be like
in a biological system to remain just below the onset of turbulence.
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7.2 Isothermal free jets

The prediction of the correct scaling rule for the production of sound by a free jet is a
major succes of Lighthill’s theory in understanding sound production by flows. As stressed
by Powell[93] it is important to realize that Lighthill did predict this scaling rule, and that
it is only after this prediction that experimental results could be classified and understood
correctly. Theory was not just a confirmation of an excisting empirical scaling rule.

The steps in the procedure of Lighthill show an elegant blend of analytical methods
and an optimal use of our empirical knowledge on the jet flows. Each step of the derivation
is non-trivial and we therefore discuss them each separately:

a) Define an aero-acoustic sound source Qa acting on a virtual fluid which is an extrap-
olation of the quiescent flow surrounding the observer:

∂2ρ′

∂t2
− c2

0

∂2ρ′

∂t2
= Qa (295)

with:

Qa =
∂2Tij

∂xi∂xj

(296)

with:
Tij = ρvivj − τij + δij(p− c2

0ρ) (297)

as a result of an exact combination of conservation laws (59).

b) Assume that at low Mach numbers we can neglect friction and heat transfer:

Tij ≈ ρ0vivj (298)

where ρ0 is the mean density. We neglect compressibility in the source region.

c) Formulate an integral equation using the Green’s function G:

c2
0ρ
′ =

∫ t+

−∞

∫

V
G

∂2Tij

∂yi∂yj

d~ydτ (299)

d) In free space we use the free space Green’s function G0 = δ(τ−te)
4π|~x−~y| (122). We use

partial integration to move the spatial derivative from the unknown Tij towards the
exactly known G0 and use the symmetry of G0 with respect to derivation (124) with
respect to the observer and source positions ~x and ~y to obtain ∂2G0

∂yi∂yj
= ∂2G0

∂xi∂xj
. Move

the differentiation out of the integral over ~y the source position:

c2
0ρ
′ =

∂2

∂xi∂xj

∫ t+

−∞

∫

V
TijG0d~ydτ (300)
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e) Realize that in the far field approximation the sound field at the observers position has
a characteristic gradient length which is imposed by the locally plane wave behaviour
at this position:

∂

∂xi

≈ − 1

c0

xi

|~x|
∂

∂t
(301)

f) Use the delta function in G0 = δ(τ−te)
4πr

to carry out the time integration:

4πc2
0ρ
′ ≈ xixj

|~x|2c2
0

∂2

∂t2

∫

V
[

Tij

|~x− ~y||1− ∂te
∂τ
| ]τ=ted~y (302)

with te = t− |~x−~y|
c0

.

g) Assume that the source volume V in which Qa 6= 0 is compact and neglect the
variations in |~y| around ~y = 0. This is valid for subsonic jets because the characteristic
time scale21 is D/U0 which implies that D

λ
∼ D

Dc0/U0
= M0. In other words assume

that the dominant frequencies correspond to the motion of vortical structures with
a length scale corresponding to the width D of the jet. As a consequence of the
compactness we have:

te ≈ t− |~x|
c0

(303)

and:
r = |~x− ~y| ≈ |~x| (304)

h) Assume that the order of magnitude estimate of the Lighthill stress tensor is: Tij ∼
ρ0U

2
0 .

i) Assume that because the velocity of the jet decreases as r−1 along the jet axis for
r > 5D, the source region has a limited volume scaling following: V ∼ D3.

j) Assume that the sound is produced by interaction of vortical structures while they
are convected with the jet velocity Uc which implies that:

∂te
∂τ

=
Uc

c0

cos θ (305)

where θ is the angle between the jet axis and the direction of the observer’s position.

As final result we find:

4πc2
0ρ
′ ∼ 1

c2
0|~x|

[
U0

D

∂te
∂t

]2
ρ0U

2
0 D3

|1−Mc cos θ| (306)

or:
ρ′

ρ0

∼ D

4π|~x|
M4

0

|1−Mc cos θ|3 (307)

21 ∂
∂τ ∼ U0

D
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where M0 = U0/c0 and Mc = Uc/c0. Typically Uc/U0 ' 0, 3 [72].
The global agreement between the measure sound intensity < I >∼< (ρ′)2 > and the

sound production of isothermal subsonic jets is so good that the deviations observed at
low Mach numbers are referred to as “excess” sound. This excess sound has been clearly
identified by Morfey [72] and other researchers as the results of unavoidable nozzle effects
on the jet sound. It is indeed very difficult to measure pure isothermal jet noise. These
effects scale with M3

0 rather than M4
0 for the true free jet noise and become therefore always

dominant at very low Mach numbers.
A crucial result of Lighthill’s analogy is that in hydro-acoustics for typical water jet

velocities of 1m/s the sound production cannot be predicted from numerical flow calcula-
tion which show inaccuracies of the order of M4

0 ∼ 10−10. An accuracy we cannot at the
present time dream of. As typical accuracies of numerical calculations are of the order of
10−2, the prediction of sound production is rather meaningless below M0 ≈ 0.3 for free
field conditions. Direct numerical simulation of jet noise are therefore usually carried out
at higher Mach numbers (around M0 = 0, 9). We will see that in confined flows the sound
production is much less difficult because the sources become much more effective.

An interesting feature of the Lighthill scaling law is that in spite of the fact that it was
explicitly derived for low subsonic flows, it does not performe to bad even at supersonic
flow velocities if we avoid directions such that:Mc cos θ = 1 in which strong directional
radiation occurs (coincidence angle). It should, however, be obvious that < I > cannot
keep increasing as M8

0 because this would imply that the noise power would become larger
than the kinetic energy 1

2
ρ0U

3
0

π
4
D2 in the jet flow. At high Mach numbers < I > cannot

increase faster than M3
0 . This appears a reasonably correct scaling rule for supersonic

jets. At supersonic speeds the hypothesis of an isothermal flow becomes meaningless. An
analysis including the influence of temperature difference in the flow has been proposed by
Tam [108]. In supersonic jets one observes new sources of sound such as the interaction of
vortices with shock waves in under or over-expanded free jets. At high speeds about 5%
of the kinetic energy in the jet is radiated away as sound in free field conditions [37].

The usefulness of a scaling rule is illustrated by the sound production of civil aircraft
engines. The thrust of a free jet scales with ρU2

0 D2 and should be kept to a certain value
to maintain an aircraft in the air. The power necessary to generate this thrust scales as
ρ0U

3
0 D2. Hence a large jet diameter implies an efficient engine, which is the main reason

to use the so called “high by-pass” motor. The nice feature of the engine is that it is not
only efficient but also silent. Indeed an increase of diameter by a factor two at constant
thrust induces a reduction of flow velocity by a factor two and following Lighthill’s scaling
rule a reduction of the sound pressure level by 18dB (factor 8 in ρ′). At the present time
due to additional measures in the construction of the engine (inlet wall covered by sound
absorbing material...) result into a level of sound production which makes the flow noise
around the air-craft as important as the engine noise.

Before leaving the subject, it is interesting to stress a last time the elegance of Lighthill’s
procedure by showing that a more simplified approach would have been quite useless [20].
If we for example simply assume that because we consider a low Mach number M0 ¿ 1,
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we can neglect the retarded time effects over the source region we would have:

4πc2
0ρ
′ ∼ 1

|~x|
∫

V
[

∂2Tij

∂yi∂yj

]d~y =
1

|~x|
∫

S

∂Tij

∂yji

njdS = 0 (308)

because the control surface S is taken outside the source region (Tij = 0 on S). Hence
we cannot find any sound production if we do not assume some retarded time variation
over the source region. If we assume that the retarded time variations are of the order of
∆~y/c0 ∼ D/c0 we would then find:

∂

∂yi

∼ 1

D
(309)

which would imply a monopole dependence of the sound production < I >∼ M4
0 . This

is of course a dramatically overestimation of the sound production at low Mach numbers.
For M0 = 0.1 we would have an error of about 40dB.

In the same way as we should appreciate the Lighthill’s scaling law we should apply it
only to isothermal free jets. Applications to confined jets or even to condensate vapor jets
is rather meaningless. We will in the following sections indicate how the presence of walls
modified the radiation of turbulence. Finally we will discuss the impact of a difference in
speed of sound c in the source region and speed of sound c0 at the position of the listener.

7.3 Low frequency behaviour of a jet in an infinite pipe

It is interesting now to investigate the behaviour of a small turbulent free jet confined in
a pipe. As a result of the contribution of all the images, we expect that at low frequencies
the sound intensity radiated by a confined jet will be much larger than that of a free jet.
The theory of Lighthill using the infinite pipe low frequency Green’s function has been
used by Ffowcs Williams[35] to quantify this effect. We summarize here the results.

Assume a small jet of diameter D placed in a pipe of cross-sectional area S with axis
along the x1 coordinate in a cartesian system ~x = (x1, x2, x3). Assume that the jet velocity
U0 is such that:

M0 = U0/c0 ¿ 1 (310)

and:

He =
M0

√
S

D
¿ 1 (311)

which implies that the characteristic acoustical wave length of the sound generated by the
large scale vortical structures in the jet is much larger than the pipe diameter. This allows
us to assume plane waves propagation in the pipe. The corresponding one dimensional
Green’s function is given by equations (167) and (169):

G =
c0

2S
H(t− τ − |x1 − y1|

c0

) (312)

and using the integral formulation of Lighthill’s analogy:

p′ =
∫ t+

−∞

∫

V
G

∂2Tij

∂yi∂yj

d~ydτ . (313)

99



By partial integration we have:

p′ =
∫ t+

∞

∫

V
T11

∂2G

∂y2
1

d~ydτ (314)

where we used the fact that G is independent of y2 and y2. Furthermore we have:

∂G

∂y1

=
1

2S
δ(t− τ − |y1 − x1|

c0

)
∂|x1 − y1|

∂y1

(315)

where:
∂|x1 − y1|

∂y1

= −sign(x1 − y1) = −∂|x1 − y1|
∂x1

(316)

we have also the symmetry property:

∂G

∂x1

= −∂G

∂y1

(317)

as for the free space Green’s function. This implies that:

p′ =
∂

∂x1

∫ t+

−∞

∫

V

1

2S
T11δ(t− τ − |x1 − y1|

c0

)sign(x1 − y1)d~ydτ . (318)

Assuming that:
T11 ∼ ρ0U

2
0 (319)

and using the far field approximation:

∂

∂x1

= −sign(x1 − y1)
1

c0

∂

∂t
∼ M0

D
(320)

we find if we neglect the retarded time variation in the jet:

p′ ∼ M0

D

ρ0U
2
0 D3

2S
(321)

or:

< I >∼ (
ρ0M

3
0 D2

S
)2 (322)

indeed a much stronger radiation than in free field conditions.

7.4 Low frequency turbulent sound production by a diaphragm.

The analogy of Curle discussed in section 4.9 can also be used in a pipe. We consider a
low Mach number flow in a pipe with a discontinuity. Ignoring convective effects at the
observer’s position, we start our discussion from equation (152):

p′ =
∫ t+

−∞

∫

V
(ρvivj − τij)

∂2G

∂yi∂yj

dVydτ

−
∫ t+

−∞

∫

S
G

∂ρvi

∂τ
nidSydτ

−
∫ t+

−∞

∫

S
(Pij + ρvivj)

∂G

∂yj

nidSydτ . (323)
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We now introduce the one dimensional low frequency Green’s function:

G(~x, t|~y, τ) =
g0(x1, t|y1, τ)

S
=

c0

2S
H(t− τ − |x1 − y1|

c0

) (324)

which has the following symmetry property:

∂g0

∂x1

= −∂g0

∂y1

= −1

2
sign(x1 − y1)δ(te − τ) (325)

with:

te = t− |x1 − y1|
c0

. (326)

Furthermore we have:
∂g0

∂τ
= −c0

2
δ(te − τ) . (327)

As G is independent of y2 and y3 we have:

Sp′(x1, t) = − ∂

∂x1

∫ t+

−∞

∫

V

∂g0

∂y1

T11dVydτ

−
∫ t+

−∞

∫

S

∂g0

∂y1

[P1j + ρv1vj]njdSydτ

−
∫ t+

−∞

∫

S
g0

∂ρvi

∂τ
nidSydτ . (328)

By partial integration in time and using causality [45] using the filter properties of the
delta functions we find:

Sp′(x1, t) = −1

2

∂

∂x1

∫

V
[T11]τ=tesign(x1 − y1)dVy

− 1

2

∫

S
[P1j + ρv1vj]τ=tesign(x1 − y1)njdSy

− c0

2

∫

S
[ρvi]τ=tenidSy . (329)

We now apply this to a diaphragm in a pipe as shown in figure 51.
As the observer is in a plane wave region we have:

∂

∂x1

= − 1

c0

sign(x1 − y1)
∂

∂t
. (330)

As the walls are rigid vi = 0 on S so that equation (329) reduces for x1 > y1 to:

Sp′ = +
1

2c0

∂

∂t

∫

V
[ρv2

1 + p− c2
0ρ
′]τ=tedVy

− 1

2

∫

S
[P1j]τ=tesign(x1 − y1)njdSy . (331)
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Figure 51: Diaphragm in a pipe and definition of controle surface S and volume V .

If we neglect the viscous effects at the pipe walls we have P1jnj = pδ1jnj = pn1 = 0 at those
walls, because n1 = 0. The surface integral reduces to the walls of the diaphragm. If we
neglect variations of emission time te the surface integral

∫
S PijnjdS corresponds simply

to the instantaneous force of the flow on the diaphragm. We therefore expect a simple
relationship between the sound production by a turbulent pipe flow at a pipe discontinu-
ity and the pressure loss coefficient CD = 2∆p/(ρ0U

2
0 ). This contribution scales as ρ0U

2
0 .

The volume integral corresponds to the noise of turbulence as we find in a pipe without
diaphragm which scale as M3

0 and can therefore be neglected at low Mach numbers. It
appears indeed that turbulent sound in pipes is mainly due to sources localized at pipe
discontinuities. When we put our teeth in the flow we make much stronger fricative sounds
(s, f ,...) than when we blow with open mouth (h). The ideas described above have been
used by Nelson and Morfey [80] to obtain correlation for sound production at slit shaped
diaphragms and spoilers in rectangular ducts. The same idea has been used by Oldham [85]
for circular ducts. Oldham [85] claims a general correlation for both types of diaphragms.
Recent study on bends by Gijrath [38] and Nygard [83] show however that the pressure
loss coefficient CD is not sufficient to characterize the sound production at a discontinuity.
This is due to the essential difference between turbulence in slit jet flows and circular jet
flows which has been already discussed by Bjorno [6] and Verge [113]. The claim of Oldham
[85] that Nelson [80] misinterpreted his own data is not verified. Indeed the difference at
low frequencies between the normalized spectra for slits and circular diaphragm does cor-
responds to the differences observed by Bjorno [6] between circular and planar jets. While
a circular jet of diameter D has a maximum of sound production at SrD = fD/U0 ' 1
a planar jet of thickness h displays a maximum around Srh = fh/U0 ' 0.03. The most
unstable oscillation modes of a planar jet are flapping modes while those of a circular jet
are helicoidal modes. Similarly the sound production of supersonic jets formed by slits
studied by Hirschberg [43] (valve leakage) is quite different from the sound produced by
supersonic jet from circular orifices in pipes studied by Reethof [96].
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When considering turbulence noise in pipes, the transversal resonances of the pipe play
an essential role. This has already been illustrated in the spectrum of an flue organ pipe
shown in figure 30. Also in speech the first transversal mode of our vocal tract (around
3 kHz) is dominant in fricative sounds. A discussion of this effect is provided by Nelson [80].

In the above discussion we have ignored the effect of the main flow on the acoustical
wave propagation. The Doppler effect is expected to favor downstream sound radiation.
This has been observed by Åbom [?]. This will not only induce a Doppler effect but can
also strongly influence the sound absorption. The absorption of sound by a turbulent pipe
flow is discussed by Ronneberger [99] and Peters [89].

When we consider a flow of a liquid through a pipe, the main sound production mech-
anism is the sound radiated by gas bubbles. The acoustical resonances of bubbles are
spectacular and their presence dramatically affects sound production [20], [117]. We will
not treat this fascinating subject here.

7.5 Free jet in a bubbly liquid

We now consider the influence of a large difference between the local speed of sound c in
the source region and the speed of sound c0 at the position of the listener. An example
of such a situation is the sound production of a bubbly liquid jet in a liquid surrounding.
As discussed by Crighton [19], the relevant speed of sound c is the low frequency limit at
which the bubbles of gas are in equilibrium with the liquid. The density ρ of the gas/liquid
mixture is given by:

ρ = βρg + (1− β)ρl

where ρg is the gas density, ρl is the liquid density and β the volume fraction of gas in the
mixture. The compressibility of the mixture is given by:

1

ρc2
=

β

ρgc2
g

+
(1− β)

ρlc2
l

where cg is the speed of sound in the gas and cp is the speed of sound in the liquid.
Eliminating ρ we find:

c2 =
1

[βρg + (1− β)ρl]
[

β
ρgc2g

+ (1−β)
ρlc

2
l

] .

For not too small or too large values of β because ρg/ρl = 0(10−3) while ρgc
2
g/(ρlc

2
l ) =

0(10−4) we can use the approximation:

c2 = c2
g

ρg

ρlβ(1− β)
.

The compressibility is dominated by the gas phase while the inertia is determinded by the
liquid. For an air-water mixture at atmospheric conditions cg = 340 m/s, ρg = 1, 2 kg/m3,
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cl = 1500 m/s and ρl = 103 kg/m3 we find for β = 0, 5 a minimum value of the speed
of sound c ' 20 m/s. Using equation (55) we obtain by substracting from both sides the

term c2
0

∂2ρ′
∂x2

i
, het analogy of Lighthill in the form:

∂2ρ′

∂t2
− c2

0

∂2ρ′

∂x2
i

=
∂2ρvivj − τij

∂xi∂xj

+
∂2

∂x2
i

(
p′ − c2

0ρ
′)− ∂fi

∂xi

where ρ′ is used as aero-acoustical variable.

This form of the analogy stresses the source term

∂2

∂x2
i

(
p′ − c2

0ρ
′) =

∂2

∂xi

p′
(

1−
(

c0

c

)2
)

which is due to the difference in inertia of the reference fluid and entropy patches in the
source region. In the source region p′ scales in the same way as ρvivj as ρ0U

2
0 . Hence

the factor
(
1−

(
c0
c

)2
)

represents an amplification factor of the source when comparing

with an isothermal free jet. For an air-water mixture as discussed above
(

c0
c

)2
= 5 × 103

corresponding to an enhancement of the sound production by 74 dB compared to the sound
production of an underwater pure water jet for a listener in pure water. When taking a
shaver in a bath tub we indeed observe a dramatic reduction of sound production when
the shower jet is submerged in the water avoiding air entrainment compared to the sound
produced by the shower jet impinging on the surface of the water.

104



References
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